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While this paper addresses a number of properfi®&s2and clitic second phenomena, which
includes accounting for the immobility of V-2 classand determining the factor responsible for
the availability of second position systems, theravching unifying concern in the discussion is
to examine to what extent V-2 and clitic second lsamunified structurally and prosodically.

The V-2 and the clitic second effect haveaated a great deal of attention in the literature o
the languages that exhibit them due to the pereasfifect they have on such languages. At least
superficially, there is clearly some similarity Wween the two. It is then not surprising that there
have been attempts to treat them in a unified manftds paper examines the viability of
unifying the two structurally. Approaches alongdbdines typically unify the two by extending
the account of V-2 to clitic second. Under suchrapphes, clitics in clitic second languages are
treated like verbs in V-2 languages: they are kdanh C, with the element preceding them in
SpecCP.The paper will argue against such unification. Tire&n argument will be typological:
clitic second languages share an important syat@etperty not found with V-2 languages.
Other arguments will also be presented, one of thased on the properties of clitics in clitic
second languages (such clitics do not all occdinénsame position, and can in fact occur rather
low in the structure), and one of them based ouareas property of V-2, the immobility of V-2
clauses, which does not have a parallel with céicond. A labeling account of the immobility
of V-2 clauses will also be provided. The papel al$o consider the possibility of a unification
of V-2 and clitic second that goes in the oppoditection from the one standardly taken in the
literature, by considering the viability of extendithe account of clitic second to V-2. Prosody
plays a heavy role in clitic second; in fact, wdl wee that the phenomenon itself is defined in
prosodic termg=rom that perspective, the paper will considerrtile of prosodic factors in V-

2: it will in fact be argued that prosody plays iamportant role in V-2 and that including a
prosodic module in the account of V-2 enables wsnwlify the syntax of V-2 and gain a better
understanding of the history of V-2 and relevawsstinguistic variation.

The paper is organized as follows. Sectiond tigological study which examines what clitic
second languages have in common. Altogether S53ubsges with second position clitics are
examined—it is shown that they all share a pamicidyntactic property. Importantly, this
property is irrelevant to V-2, i.e. V-2 languagesrbt share it. Section 2 examines the structural
position of second position clitics, showing thagyt are lower in the structure than the verb in
V-2 clauses. Section 3 discusses the prosodic pgrepef clitic second and V-2, showing that
prosody plays an important role with both, in fattthe same way. Section 4 examines the
immobility of V-2 clauses. It provides an accouftleeir immobility, also extending it to other
phrases (including phrases whose immobility hasbeen explained before). The section also
considers clitic second from this perspective,mpthat clitic second clauses are not immobile.

1. On clitic second, V-2, and articles

"For helpful comments, | thank anonymous reviewekaders Holmberg, lan Roberts, and the
participants of th&ethinking Verb Secondorkshop at University of Cambridge.
tUnless directly relevant, | will not be appealingsplit CP, simply using CP for left periphery.
>To some extent, V-2 and clitic second are not eitimephenomena, since they can be present to a
limited extent in particular languages, i.e. thegncbe confined to particular environments. The
discussion in the paper concerns languages wilth gubductive V-2 and clitic second systems.
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In this section | discuss clitic second, focusingab factor that determines the availability of
second position clitic systems crosslinguisticallie will then see that this factor is irrelevant to
V-2, which will provide an argument against unifyinlitic second and V-2.

Languages with clausal clitics typically haveheitverbal or second position cliti€ghe latter
type is illustrated by (1), which gives the onlyspible placements of the clitics (in boldface) in
these contexts (both auxiliary and pronominaladitire second position clitics in SC).

(1) a. Mi/ZaStasmo mu je predstavili jee
We/why are him.dat her.acc introducgesterday
‘We introduced her to him yesterday.’/ Wg we introduce her to him yesterday?’
b. Onatvrdi dasmo mu je mi predstavili jee.
she claims that are him.dat her.acintveduced yesterday
‘She claims that we introduced her to gesterday.’
c. Predstavikmo mu e jue.
introduced are him.dat her.acc yesterd
‘We introduced her to him yesterday.’ (Serbo-Croatian (SC))

BoSkovic (2016a) conducts a crosslinguistic study of thailakility of second-position clitic
systems in an effort to establish the factor thetednines the availability of second-position
clitic systems. The study examines a wide varigtylanguages, including Pama-Nyungan,
Slavic, Romance, Iranian, and Uto-Aztecan languagétegether, fifty-three languages with
second position clitic systems are identified. Tisiels given below:

(2) Second-position clitic languages: Serbo-Croat@zech, Slovak, Slovenian, Sorbian, Hucul
Ukrainian, Latin, Ancient Greek, Old English, Higj Sanskrit, Ossetic, Northern Talysh,
Southern Tati, Pashto, Tagalog, Yingkarta, Wajadgiyamba, Warlpiri, Warumungu, Yir-

Yoront, Pitjantjatjara, Nhanda, Gurindji, Djaru, &myman, Mudburra, Walmajarri, Wergaia,
Wembawemba, Madimadi, Wathawurrung, Woiwurrung,inBira, Warnman, Wambaya,
Garrwa, Yukulta, Comanche, Chemehuevi, Southermt®&lte, Cupefio, Luiseiio, Serrano,
Gabrielino, Tubatulabal, Mayo, Yaqui, Pima, Tepehueohono O’odham/Papago, and Cora.

The list in (2) comprises a rather diverse groupaafjuages. In spite of that diversity, there is
one factor that all these languages have in commnoparticular, they all lack definite articles,
which leads to the generalization in {3).

(3) Second position clitic systems are found onljanguages without definite articles.

As an illustration of the relevance of articleglte second-position clitic effect, consider Slavic
and Romance language with auxiliary and/or pronaigiitics. Second-position cliticization is
a common property of Slavic languages. Bulgariath Blacedonian are glaring exceptions in
this respect. Importantly, they are the only twav&l languages with articles.

3True second position clitics are not simply enciitisee section 2; we are dealing here with the
traditional Wackernagel, not Tobler-Mussafia effediote that | put aside clitics like Slavic +wh-C
encliticli that due to their high base position can end wggoond position essentially by accident.
“Languages with indefinite but not definite articlae rare. Some of them do have second position
clitics. Thus, Slovenian has indefinite, but nofinige articles and has second position cliticsisTik the
reason why (3) is stated in terms of definite &tcnot articles in general. However, given théyaf
languages like Slovenian, below for ease of exfositwill often simply use the term article.
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Romance shows the same kind of correlation. Whéleén lacked articles and had second
position clitics, Modern Romance languages havelestand lack second position clitits.

The history of Greek provides a particularly sga@onfirmation of the generalization in (3).
Ancient Greek underwent a change from an artids-l® an article language. Thus, while
Homeric Greek was an article-less language, Koineeks was a full-blown article language.
Importantly, Taylor (1990) shows that 90% of encéitin the Homeric period, when Greek did
not have articles, were in second position. Theoed position cliticization system broke down
in the later, article stages of Greek. Thus, it watspresent in Koine Greek.

Another strong confirmation of (3) is providég Ossetic, an Iranian language with two
distinct main dialects (they are actually barelytually intelligible), Iron and Digor. They differ
regarding articles: Digor has a definite articleé ban doesn’t (see Abaev 1964). Significantly,
Erschler (2012) notes that Iron and Digor alsoediffegarding second position cliticization:
“Both language varieties possess a large numbprasfominal and adverbial enclitics. In Iron,
they are obligatorily placed in the (appropriatdigfined) second position, whereas in Digor
their placement is less constrained.” As an ilatsbn of second position cliticization in Iron
consider multiple wh-fronting. Iron and Digor araultiple wh-fronting languages, where non-
D-linked wh-phrases cluster together in front of trerb. Significantly, clitics intervene even
between fronted wh-phrases in Iron, but not in Bigie to the second position requirement.

(4) ¢i=ma=Sn 9 Zom as feSivaden?
who=alsoBAT.3PL  what knowpRS3sSG this youthbAT
‘Who knows what about them, about this youth?’ Ersthler 2012:678)

It should be noted that (3) is part of a much bevagipological difference between languages
with and without articles. Thus, BoSkoyi2008a, 2012; see also references therein) estaili
over 20 crosslinguistic generalizations where lagygs differ regarding many syntactic and
semantic phenomena (e.g. left-branch extractiopemsority effects, clitic doubling, negative
raising, scrambling, polysynthesis, the semantfcsuperlatives, radical pro-drop, sequence of
tense) depending on whether or not they have @stidlhe generalization in (3) should then be
considered within this broader typology. Basedlmsé generalizations, BoskéyR008a,2012)
argues that there is a fundamental structural rdiffee between languages with articles and
languages without articles—in particular, BoSkof2008a,2012) shows that all the differences
in question can be reduced to a single factor &udickd in a uniform manner if languages with
articles have DP and those without articles lacklit light of this, (3) can be restated as in (5).

(5) Second position clitic systems are found onlNP languages.

To understand the scope of (5), it is importantlerify what is meant by NP languages. First,
what matters here is definite articles, only largpsawithout definite articles lack DP (see fn 4).
The term definite article is often used rather &psfor elements with very different properties.
What is meant bgefinite articlefor the purpose of (3) and other generalizatisomfBoSkové
(2012) is the following: the article must be unigoethe sense that it has a form distinct from
demonstratives and occurs only once per NP. Tlgsraakes irrelevant NPs with long-form

°0Old Spanish is sometimes cited as having seconitiggoslitics (see Fontana 1993). It is, howeveat n
an exception to (3), see Wanner (2001).
®Note, however, that this does not mean that theimairdomain in languages without articles must lack
all functional structure, see BoSké6yR012) and Despi(2011).
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adjectives in SC, where the relevant elements baem argued to arise through agreement (in
fact, Tal¢ 2015 shows that the adjectival endings in quesirenpart of the extended domain of
A, not N). Importantly, there is also a semantguieement. What is considered a definite article
for the purpose of the NP/DP generalizations ropdids the meaning of an iota-operator,
yielding an element of type e. Given Chierchia’898) proposal that type shift from type <e,t>
to type e is possible only in the absence a defiaiticle (i.e. only in languages without a
definite article), which means that bare NPs camehdefinite interpretation only in NP
languages, what is considered to be a definiteclartihen must be present for definite
interpretation in a DP language. In this respegtice that bare NPs “cats” and “window” can
have an e-type interpretation in SC (6a), whicRmglish requires the presencetioé (6b).

(6) a. M&ke razbiSe prozor. b. The cats broke the windo
cats broke window
‘The cats broke the window.’

From this perspective, consider the Pama-Nyungagukges from the list of second-position
clitic languages in (2), namely Yingkarta, WajaNgiyamba, Warlpiri, Warumungu, Bilinarra,
Warnman, Nhanda, Pitjantjatjara, Yir-Yoront, GuijindDjaru, Ngarinyman, Mudburra,
Walmajarri, Wembawemba, Wergaia, Madimadi, Wathauwng, and Woiwurrung. They all
lack definite articles and allow NPs without dentoaisves (or obviously articles) to receive an
e-type interpretation. (7) illustrates this withaexples where bare NPs receive an e-type reading.

(7) a. ayu njinanja parnangka
child-ABS sit-PST ground-LOC
‘The child sat on the ground’ (Wajarri, DouglE381:230)
b. nyarlu-nggu yawarda nha-'i
WOManeRG kangaromBs SeePAST
‘The woman saw the kangaroo.’ (Nhanda, Bleid81:48)
c. Billy-lu tjitji nya-ngu
Billy-erg child see-past

‘Billy saw the child.’ (Pitjantjatjara, Aisse®03:452)
d. Kuyi$ ma-rnae-rla- ¢ yinya parriep.
meat-NOM MR1-1S-30-sgO-sgS  gavey-ROM
‘I gave meat to the boy.’ (Walienaj, Hudson 1978:222)

WALS actually gives Yingkarta as a language wittheéinite affix (4a), based on Dench (1998).
However, this is incorrect (see also Austin 1996@fbr a different treatment of Manthartdg;
which Dench cites as a cognate f#)-Thus, ja is not required for definite interpretation: tg.

is not present in (8). Consider also (9)a €an be used with pronouns (9a-b), adverbs (9c),
adverbial wh-phrases (9d), and verbs (9e-g), waish indicates that it is not a definite article.

(8) Thuthu-ngku jarti-lanyi mantu.

dog-erg eat-pres meat
‘The dog is eating the meat.’ (Dench 1998:22)
(9) a. Kurra-rtu mangu nyina-angkulpa  ngaj&u-
not-1plS good sit-IMPF 1pINOM-DEF
‘We’re not good (well, happy), staying here.’ Defhch 1998:40)
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b. Kurra ngaka-ka ngathangu ..., ngatbhgad

not  touch-IMP 1sgGEN 1sgGEN-DEF

‘Don’t touch my..., that's mine! (Dench 1998&x
c. Wanthapara-rtu nyina-angku, majaf-

how-1plIS sit-IMPF good-DEF

‘How will we be (after this wind stops), good?’ (Dench 1998:44)

d. Nhalapartga? Warlamayia, kurra kuwartifa.
when-DEF later-DEF not  nousb
‘When (are you going)? Later, not now.’ (Derid98:70)
f.  Ngurlupiya-nyija maru-ngka yana-wara.
fear-PRES-DEF night-LOC go-PURP
‘(They're) frightened to go at night.” (JD) (beh 1998:30)
f. Kartanhga kulyirri-nyi-ja pukata-la pilipinya-tha, mayu.
that-DEF  swim-PRES-DEF (river)-LOC run-RELdschild
‘The children are swimming in the river which (Wehit) is flowing.” (Dench 1998:72)
g, Wanthawu yana-nga? Marlu yana-npa nhanya-nhuru ngatiaa-
where go-IMPF-DEF kangaroo go-IMPF see-RELss1sgNOM-1sgS
‘Where are (you) going? I'm going out looking kangaroos.’ (Dench 1998:72)

Consider also the Uto-Aztecan (UA) languages fr@n Comanche, Chemehuevi, Southern
Paiute/Ute (Numic languages); Cupefio, Luisefo, adetr Gabrielino (Takic languages);
Tubatulabal, Mayo, Tarahumara, Yaqui (Taracahiaoguages); Pima, Tepehuan, Tohono
O’odham/Papago (Tepiman languaguages), and Coread¢fa languages). For illustration,
consider Comanche, which has second position dubliics and lacks articles. The former is
illustrated by (10)-(12). The subject in these egkas is a clitic located in the second position,
the verb can either precede it or follow it. Furthere, the clitic does not have to be V-adjacent
(see (11)), and either one word or a full phrage {{v(12b)) can precede it, as (12) shéws.

(10) a. tasi-se ni tihka

again-DM | eat
‘Again | ate.’
b. *ni tiika
I eat
‘| ate.’
c. thka ni
eat | (McDaniels 2008)
(11) i-H/pu=u tihiya kati-mi?a-ti=

"Comanche also has object clitics (underlined beld¥owever, they occur in the first position of the
verbal complex, and do not cluster with subjedtadi ((ii) is repeated from (12b).)
0] nihi-tiitu?a

us=DU=EXCL help

‘Help us!’

(i) tahi-ta?o-?ai-ki=-i Nid
us=DU=INCL-pound=meat=make-BEN=CMPL:ASP |
‘I made pound of meat for the two of us.’ (Gley 1993:101)
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here-pu=he horse sit(SG SUBJ)-go-GENPA
‘He’s riding along on a horse, going thisywOr he’s going this way, riding along on a

horse.’ Charney 1993:83
( y
(12) a. thka ni
eat |
‘| ate.’ (McDaniels 2008)
b. tahi-tdo-?ai-ki=-i nii

us=DU=INCL-pound=meat=make-BEN=CMPL:ASP |
‘I made pound of meat for the two of us.’

c. ke nii toHtin-kaHtu=mPa-wai-t
NEG | nametoward go-wai-GEN:ASP
‘I will not go to Lawton.”’ (Charney 1993:147)

Regarding the NP/DP typology, Comanche clearly dusshave a definite article. Other UA
languages from (3) am@so classified as NP languages in Boskav(2012) typology though
some of them are sometimes cited as having articlesely, Southern Paiute, Cupefio, Tohono
O’odham, Yaqui, Cora. However, these languagesdutmot to have articles under the criteria
that are relevant to the NP/DP generalizations.sTthere is no form that only functions as a
definite article in Southern Paiute. The form tisasometimes considered to be a definite article,
-u’, is actually a demonstrative (Givon 2011). Itlsoanot obligatory for definite interpretation
(Givon 2011, Shopen 2007). The same holds for Capefi(Hill 2005) and Yaquu, which is
not needed for definite interpretation and is astemonstrative (Guerrero 2004:20, Guerrero &
Belloro 2010:118,121, Dedrick & Casad 1999:68,19%).for Tohono O’odham, the form that
is sometimes considered a definite artide,can be apparently used either as definite or
indefinite “article”, can be used without a noumdas not required for definite interpretation
(Zepeda 1983). It is also not distinct from a destative (Mason 1950). The same holds for
Cora, which I will use to illustrate these issuees WALS reports it as having definite articles.
The forms that are sometimes translated as defwniteles (Casad 1984), like the word glossed
as ART, are actually demonstratives. They also aloobligatorily yield definite interpretation
(compare the two ARTs in (13)), and are in factmegjuired for definite interpretation (14).

(13) an-ka-cu'u-ta'i-ri-'i i itYa'ih i taih  kime'e
on.top-down-break-burn-make-STAT AR$poon ART fire  with
‘The edge of the head of the spoon is buoitby a fire.’ (Casad 1984:191)

(14) ka-nu=r-ahza'i sapun
NEG-I=DISTR:SG-(?)-have soap
‘I don’'t have the soap.’ (Casad 19848)18

The 53 languages with second position clitics fi@nthen all conform with the generalizations
in (3)/(5). The lack of definite articles/DP is tharucial to the availability of the second positio
clitic system, which is incompatible with the prese of definite articles/DP in a language.

On the other hand, this is quite clearly no¢ tase with V-2. In fact, prototypical V-2
languages like German have definite articles (af). rhat the crucial prerequisite for the
availability of the second-position clitic systewhich is structural in nature, is not found with
V-2 in itself argues against a structural unifioatdf the two phenomena.
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I will not be concerned here with the deduction(5f, referring the reader to Bo3Skévi
(2016a) for that. | merely note that the generéimzacan be taken to argue against Roberts’s
(2010) account of second position clitics, whereosel position clitics (but not verbal clitics)
are DPs. However, while the generalization argugsnat the details of Roberts’s account, it
actually does not argue against its spirit. RoberEcount is based on a difference in the
category (i.e. the amount of structure projectestivieen clitics in second-position and verbal
clitic languages. The most straightforward intetgtien of (5) is that the category indeed
matters here, which conforms with the spirit of Bdf’'s analysis. In fact, the account of (5) in
Boskovi (2016a) (the work actually gives two alternativee@unts) crucially capitalizes on a
categorial difference between clitics in secondipmsand verbal-clitic languages.

In the next section | discuss additional de€tthat militate against structural unification of
clitic second and V-2, also discussing the poggjtithat the two may be unified prosodically.

2. Clitic second is not structural in nature
Most accounts that unify clitic second and V-2 stusally essentially extend the account of the
latter to the former. This requires clitics in sedgposition clitic languages all to occur in the
same head position which is furthermore located ¥gh in the structurddoweverthere is a
great deal of evidence that this is not the caseyift be shown below with respect to SC, a
language where the second position clitic effestgrabably been most extensively studied.

For one thing, there is a great deal of evidathat although all SC clitics are subject to the
second position requirement, they do not all odouthe same structural position. Thus, as
shown in Boskow (2001), Stjepanovi(1998), Franks (2010), Franks and King (2000), and
Wilder andCavar (1997) (see Bodka@vR001 for a summary; for discussion of some oftésts
below see also Roberts 2010), clitic sequenceseasplit in SC by a variety of operations that
otherwise cannot split complex heads (i.e. headhaelfl structures). Thus, in (15) the clitic
sequence is split by ellipsis, and in (16) by Vénfing.

(15) a. Mismo mu ga dal, a i viste @mu) (takodje).
we are him.dat it.acc given and gisoare him.dat too
‘We gave it to him, and you did too.’
b. *Mismo mu gadali, a i viste ga(takodje). (Stjepano#i1998)
(16) [Dali ga  Mariji] su lIvani Stipe.
given it.acc Marija.dat are Ivan angh&t
‘Give it to Marija, lvan and Stipe did.’ (BosSkowi 2001)

In (17) the clitics are split through coordination.

(17) Ivan je [ve kupio auto] i {r razbiogal
Ivan is bought car and ruined i
‘lIvan bought a car and ruined it.’ (d&r andCavar 1997)

(16) shows that it is possible to climb only onerminal clitic

8The contrast in (18c-d) is an intervention effeseig Stjepano¥il998): the dative being higher than the
accusative, if only one clitic climbs it must besttative. This is confirmed by the ellipsis contrias
(15): the dative is in a higher projection than #oeusative, hence it is not possible to elideddtive
while leaving the accusative clitic unelided. Fertieonfirmation is provided by the lack of ambiguiit
(19), with accusative/genitive clitics (togargument corresponds to the genitive, see Fradik8)2
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(18) a. Marija zeli damu ga predstavi.
Marija wants that him.dat him.acc acluces
‘Marija wants to introduce him to him
b. ?Marijanu ga Zeli da predstavi.
c. ?Marijanu Zeli daga predstavi.
d. *Marijaga Zeli damu predstavi. (Stjepanavil998)

(19) shows that even clause-mate clitics can baraggd as long as the intervening material is a
full intonational phrase so that each clitic is@&t in its intonational phrase (this is actuallg th
correct generalization regarding the clitic secaftect, see below). Such examples quite
conclusively show that clause-mate clitics arealloibcated in the same position in SC.

(19) a. ?Onisu, kao Stesam vam  rekla, predstavike Petru.
they are as am you.datd santroduced self.acc Petar.dat
‘They, as | told you, introduced itieelves to Petar.’ (BoSkav2001)
b. Ti si me kaoStsamvet rekla, liSio ih jue.

you are me as am dlyesaid deprive them yesterday
‘You, as | already said, deprived mé¢hem.’
“*You, as | already said, deprivedrthef me.’ (Franks 2010)

Adverb placement is also relevant: (20a) showsttiatuxiliary and the ethical dative clitic can
occur above sentential adverbs, which is not ptessilith argumental dative (and accusative)
clitics (20b), indicating that they do not all ocan the same position.

(20) a. Onisu ti pravilno odgovorili Mileni. (ti=ethad dative)
they are you.dat correctly answerklilena.dat
‘They did the right thing in answeringl&ha.’
‘They gave Milena a correct answer.’
b. Onisu joj pravilno odgovorili.
they are her.dat correctly answered
“*They did the right thing in answerihgr.’
‘They gave her a correct answer.’ Bogkovic 2001)

Tali¢ (in press) discusses an accent shift clitics éigg a dialect spoken in central Bosnia and
Herzegovina. She shows that there is a structacplirement for the shift, where the clitic must
be located in the same projection as the host tichwtie clitic spreads a high tone. Consider
(21), which only gives the tones (in capitals) thase as a result of high tone spread from the
enclitic (in bold) to its host. Given the requiramh@n accent shift Taliestablishes (the clitic
and the host must be in the same projecti@i)indicateghat the interrogative complementizer
encliticli and the auxiliary enclitic in questions are lodaigthin the CP projection, hence they
trigger high tone spread (cf. (21a) for the forraed (21b) for the latter), but auxiliary clitics in
declarative clauses and pronominal clitics moreegaty are not located in the CP projection,
hence they do not trigger high tone spread (cfdY2dr the former and (21c) for the latter).

(21) a. StA |i hace?
what Q wants
‘| wonder what he wants.’



b. StAsu rekli?
what are said
‘What did they say?’
c. Stamu govori?
what him.dat says
‘What is (s)he telling him?”
d.dasu mu govorili
that are him.dat said
‘that they were telling him’ (Télin press)

The above behavior of SC clitics is particularlyargjig in comparison to Bulgarian and
Macedonian, related languages whose clitics arealelitics. None of the operations that can
split a clitic cluster in SC are possible in BulgafMacedonian (see Boské\2001), where the
clitic cluster is inseparable (it also cannot beasated from the verb by non-clitics). Some
illustrations are provided by Bulgarian (22) (se=Bovic 2001 for additional data).

(22) a. *Niesme mu go dali, i viesterms——go—dali (8Sto).
we are him.dat it.acc given and goe him.dat it.acc given too
‘We gave it to him, and you did too.’
b. *Niesme mu godali, i vieste mu-gedali (315to).
c. *Te sa kaktoti kazax, predstaviie na Per.
they are as  you.dattold ddtrced self.accto Peter
‘They have, as | told you, introducedniselves to Peter.’ (Boskov2001)

Boskovi (2001) takes these differences to indicate thatcBtis are located in separate
projections--they do not all cluster in the samadhposition, while Bulgarian clitics do cluster
in the same head position. As a result, SC cldasbe split, while Bulgarian clitics cannot be.
What is important for us is that the above dditaw that SC clitics do not occur in the same
position. They can also occur rather low in thecttire, as in (15)-(16), where clitics are elided
under VP ellipsis and fronted under VP fronting.(17), a clitic is part of a VP-coordination.
The cliticsse/ihare also quite clearly rather low in the structarél9). These data show that SC
clitics are located in separate projections, assalt of which they can be separated by different
operations. BoSkowi(2004a) gives (23) as the structural represematfdSC clitics; | add here
(24) to indicate that auxiliary clitics can be init€questions, as T&ls (in press) accent shift
data show. (The interrogative complementizer clitigvhich is not represented below, occurs in
C; note that the exact labels are not importangé,hehat is important is the relative height, as
well as the placement of clitics in separate ptiges, which is confirmed by the above d&ta).

(23) [cp[agrsp @ux |ap ethical dative 4griop dative fagrdor aCcusative\p (declaratives)
(24) [cp aux agrsp[ap ethical dative 4griop dative jagrdop aCCusative\p (interrogatives)

Crucially, all the clitics in question are subjectthe second position clitic effect, even those
that occur low in the structure and those that ndclembedded clauses. This quite strongly
argues against a unification of the clitic secofida with the V-2 effect (given that the verb is

° For detailed discussion of the structural positd8C clitics, the movements they undergo, andswafyderiving
all word order possibilities in constructions witlitics, see BoSko¥i (2001).
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located high in the structure in V-2 and that VisZharacterized by a significant difference in
productivity between matrix and embedded clausaspglow).

In fact, the facts discussed above also aagaénst a structural account of the clitic second
effect. As discussed in detail in Boskoyi2001) and Radanai#Koci¢ (1988), the correct
statement of the clitic second effect in SC is altyunot syntactic, but prosodic. The above data
show that clitics do not have to be second withigirtclause, consider e.ip in (19b) in this
respect. Rather, they have to be second withinr theonational phrase: whiléh in (19b) is
clearly not located in the second position of Ieuse it is located in the second position of its
intonational phrase. (What is important here i$ édaments in different structural positions can
still be in the same position linearly in theiranational phrase.)

(25) SC clitics occur in the second position ofiti@onational phrase.

In fact, SC second position clitics provide a textb case of intonational phrasing. Nespor &
Vogel (1986), Selkirk (1986), Hayes (1989), a.@yé proposed a theory of prosodic structure
that is determined by the syntactic structure thoiigloes not completely correspond to it. The
units of this prosodic structure are: prosodic wqudonological phrase, intonational phrase (I-
phrase), and utterance. The unit that is impofianus is the I-phrase. It is standardly assumed
that if not interrupted by a special element tloatfs a separate intonational phrase, each clause
is mapped to a single I-phrase, the left edge GfPacorresponding to an I-phrase boundary.
Certain elements, such as appositives, parentlgtaad heavy fronted constituents, are special
in that they form separate I-phrases, evidencentuch is provided by the fact that they are
followed by pauses. It turns out that exactly theksments that are parsed as separate |-phrases
are also able to delay clitic placement in SC, ip@clitics further from the second position of
their clause. This was already illustrated by (Mth parentheticals: the parenthetical in (19)
brings in an additional I-phrase, as a result oicvleach clitic in (19) is located in the second
position of its I-phrase (# indicates the releviaphrase boundaries; notice also that given (25),
clause-mate clitics can only be split if there isrenthan one intonational phrase in the clatise).

(26) #Ti si me # kao Steamvet¢  rekla, #liSio ih jue.
you are me as am alesaid deprive them yesterday
‘You, as | already said, deprived mehaim.’

Additional illustrations are given below: the dedaywhich brings in an additional I-phrase, is a
heavy fronted constituent in (27a), a parentheiicgR7b), and an appositive relative in (27c);

(27d) shows the clitic can even occur in the foyntisition as long as it is located in the second
position of its I-phrase. In fact, the clitics doeated in the second position of their I-phrase in
all the examples given above (note that the comjum(7) is parsed as a separate I-phrase).

(27) a. Sa Petrom Petréogm #srelse samo Milena.
with Peter Petravi met self only Milena
‘With Peter Petrogj only Milena met.’

0 The presence of the parenthetical is crucial 8).(®Vithout it, (26) is unacceptable (the issuehwi} is that, in
contrast to (26)ih is not second within its intonational phrase )i (i
@) *Ti si meliSio ih jwe.
you are me deprive them yesterday
10



b. Zn&i da, kao Sto rekoh, #orée sutra do.
means that as said thditemorrow arrive
‘It means that, as | said, they will gertomorrow.’
c. Ja, tvoja mama, #dlada samti sladoled.
| your mother promised am youcéoceam
‘l, your mother, promised you an ice créam
d. Prije nekoliko godina #sa Petrontr®®écem #srelase samo Milena.
before several years with PetBetrové met refl only Milena
‘A few years ago, with Peter Petigwnly Milena met.’ (Boskovi2001)

The contrasts below are also informative: in theeptable cases the delayer is one of the
elements parsed as a separate |-phrase, which ikenoase in the unacceptable cases (compare
the heaviness of the delayer in (28a) and (294d) (#8b) and (29b); note that (31a) and (31b)
and (30a) and (30b) differ in the presence of apetical/appositive. Note also that a D-linked
reading does not improve (29a)--phonological hesssnnot D-linking, is crucial here).

(28) a. *Ona tvrdi da Ivanu prodau knjigu.
she claims that lvan.dat soldare book
‘She claims that to Ivan, they sold bio®k.’
b. Onatvrdi da tvome najboljem prijateprodali su knjigu.
she claims that your best riend.dat sold are book
(29) a. *Ko koga je poljubio?
who whom is kissed
‘Who kissed whom?’
b. ?Koji ¢ovjek, koju je knjigu kupio?
which man  which is book bought
‘Which man bought which book?’
(30) a. *Ja ob&mla samti sladoled.
| promised am you ice cream
‘| promised you an ice cream.’
b. Ja, tvoja mama, alada samti sladoled.
| your mother promised am you iceatn
‘l, your mother, promised you an ice créam
(31) a. *Zn&i da oni¢e sutra do.
means that they will tomorrow arrive
b. Zna&i da, kao Sto rekoh, orde sutra do.
means that, as said, thel wimorrow arrive
‘It means that, as | said, they willie@rtomorrow.’

These data show there is no unifying syntacticireqent that clitics in SC would be subject to
which would force them all to move to the same f@si Various aux and pronominal clitics

have their own independent requirements, they wuaddifferent movements in the syntax to
satisfy them, as a result of which they end up iffe@nt projections (see fn 9). The clitic

second effect is a prosodic requirement which feread through a filtering effect of PF on the
syntax. Constructions where the syntax placessliti positions where they cannot satisfy (25)
are filtered out in PF, those where the syntaxgdabem in positions where they can satisfy it
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pass through PF unharmed. The syntax then doaserdtto know anything about the prosodic
requirement in question, it does its job withouyipg any attention to it. What is special about
clitic second is prosodic in nature. In fact, wedigeen above that clitics must be second within
their intonational phrase, not their clause; intmmal phrase-mate clitics must cluster together
(this is the only way for all of them to satisfyb(2, clause-mate clitics need not cluster together.
3. Clitic second and V-2 in prosody
The above facts indicate that the second-posititin effect is fundamentally different from V-
2; it is prosodic, not structural in nature. SCticé can be placed in the third, even fourth
position of their clause as long as they are sewotidn their I-phrase. They are also not located
in the same position; even clause-mate cliticsbeaplit as long as they end up being second in
their I-phrase. Should this be taken to indicat¢ the clitic second effect is completely different
from the V-2 effect? This is the case structuralbyt may not necessarily be the case
prosodically: there may be a remnant of the prasadicond position effect with V-2 in
Germanic. Thus, while the finite verb must appeathie second position of matrix clauses in
most Germanic languages (32), there are well-kncases where verb placement is delayed.

(32) a. Das Buch hat die Frau  gelesen. bs*Bach die Frau hat gelesen.
the book has the woman read
‘The woman has read the book.’ r(am)

Importantly, at least in some cases of this typa]eathe verb is third in its own clause it isIstil
second in its I-phrase. This is the case with (88)re in spite of being third in its clause, the
verb is still second within its I-phrase, giventthiae sentence-initial constituent is parsed as a
separate I-phrase, as indicated by the fact that followed by a pause. This is the same
prosodic pattern as the one found with clitic secon

(33) Wie reich sie auch sei,# ichréieite sie nicht.
however rich she too may-be | wdendarry her not
‘However rich she may be, | would not rgdrer.’ (Boeckx 1998)

Furthermore, it is not possible to have a pauskant of the verb in V-2 constructions. This
holds even for cases like (34). While Englsbweveris typically followed by a pause, this is
not the case witemellertidin (34), which cannot be followed by a pause (&lrhberg, p.c.).

(34) Emellertid kan du inte anvanda en DVD-RANVvaksom startskiva.
however can you not use a DERAM disc as start-up disc
‘However, you cannot use a DVD-RAM disc astart-up disc.” (Swedish, Holmberg 2015)

Returning to V-3, it is often assumed that whethgyhrase can be ignored for V-2, in effect
delaying V-placement beyond'®position,corresponds to whether it has moved to the left
periphery or is base-generated there, where oelyatter is ignored for V-2 (see Poletto 2002,
Beninca & Poletto 2004, Holmberg 2019, though in practice it has not been easy to
accommodate all data this way. From the currergpestive, the issue can be recast differently,
namely as whether or not the relevant phrase f@amsesparate I-phrase. If it does, as in (33), it
would not count for the second position effect siatthough located third in its clause, the verb
in (33) is still second in its I-phras@/{e reich sie auch sérms a separate I-phrase).

1 Note that Holmberg (2015) argues tkatellertidin (34) moves to SpecCP from a lower position.
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Many cases of delayed V-placement in V-2 lagggaseem to fit this pattern, e.g. (35)-(38).
A note is however in order regarding Swedish (Fg)ders Holmberg (p.c.) observes that in
spite of the commas following each adverbial in)(36e prosodic relationship between the
adverbials themselves, and the last adverbial aedverb, is different. The adverbials are
separated by a comma break from each other, imlicttat an adverbial that is followed by an
adverbial forms an I-phrase in (36). On the othard) while due to the high pitch at the end of
the adverbial there can be a sharp drop betweefindideadverbial and the verb, a comma break
is not possible here. While additional testing éeaed, it appears that the most natural way of
capturing the difference in the prosodic relatiopdbetween the adverbials themselves and the
adverbial and the verb is that there is an I-phbesendary after the adverbials that are followed
by an adverbial and a phonological phrase boundtiey the adverbial that is followed by the
verb. Importantly, this makenoéttesecond in its I-phrase in (36).

(35) rameshan kyaa dyutnay tse
Ramesh-E what gave  you-D
‘As for Ramesh, what is it that he gave you? (Kashmiri, Bhatt 1999)
(36) I gar, vid femtiden, utanfor stationeriir n jag kom fran jobbet, motte jag en gammal

yesterday at about.five outside the.statidren | came from work, met | an old
skolkamrat.
schoolmate (Swedish, Holmberg 2015)
(37) Peter, ich werde ihn Morgen  sehen.
Peter |  will him tomorrow see (@=m, Holmberg 2015)
(38) a. Die man, di&ken ik niet.
that man him know | not (Dutch, hiderg 2015)

b. For tva veckor sen, dd@pte Johan sin forsta bil.
for two weeks ago then bought Johariitgscar
‘Two weeks ago Johan bought his new car.’ (Swedish, Holmberg 2015)

As for the syntax of such cases, as Holml§2od5)notes, while the delayer in the hanging topic

left dislocation (HTLD) case in (37) is plausiblyde-generated in the left periphery (cf. the

resumptive pronoun in situ), as would be expectedeu the approach where this determines
whether an element is ignored for V-2, it is faorfr clear that the delayer in (35) and the

contrastive left dislocation construction (CLD) e&n (38) can be analyzed this way. (See e.g.
Bhatt 1999 regarding (35). Note also that Bretdoved elements that are base-generated in the
left periphery to satisfy V-2, see Jouitteau 2008.)

On the other hand, the prosodic approach mabhketo unify all these cases, also capturing
the prosodic properties of the constructions undensideration. (The base-generation/
movement distinction regarding the delayers noteal/a can be reflected in prosodic phrasing,
but it need not fully correspond to it.) Note thader the prosodic view, the delayers need not
be necessarily parsed as separate I-phrases; tat (45)/(48) below. In this respect, it should
be noted that while a pause is obligatory followihg delayer in HTLD, a pause following the
delayer in CLD is optional in Swedish (A. Holmbem¢.). When no pause is present, CLD
example (38b) may be analyzable on a par with 8w, with what precedes the verb forming
a prosodic constituedt.In fact, A. Holmberg (p.c.) notes that the presens absence of a

9n this respect, K. Djarv (p.c.) notes that for,h@ris acceptable with no pause between the disler
(which can be taken to indicate that the adverli@l® a prosodic constituent here).
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pause may indicate different structures. With naspathe delayer and the pronoun may then be
treated as forming a syntactic constituent.(Resiv@ironoun constructions and clitic doubling
constructions have in fact often been argued toluevbase-generation of the relevant elements
as a single constituent (see Boeckx 2003 and refesetherein), and de Vries 2009, van Haaften,
Smits and Vat 1983, and Grewendorf 2002 in facppse such analyses for CLD in Dutch and
German.) This constituent is then split under moehof the non-pronominal part when there
is a pause following it. (Grewendorf 2002 in facgues for such movement, which under the
proposal made here would take place optionallyh wie movement reflected in the prosody).
Pursuing clitic second/V-2 similarities, réadso that there is no structurally fixed second

position for clitics in SC. This may also at leassome extent hold for V-2. Thus, Travis (1984,
1994), Zwart (1993), Koster (1994), and Braniga®9@) argue that the verb in V-2 clauses is
not always located in C (in particular, they ardhat it is lower in subject V-2 clauses (for
relevant discussion, see also Biberauer 2002; Haighn@015 and Wolfe 2015, among others,
suggests that there may even be variation amondavigliages regarding the exact position of
the verb in non-subject V-2 clauses in that thé\emot always located in the same position in
the left periphery).

| take these similarities between Slavic clggzond and verb second in Germanic to indicate
that a unified analysis for the two is warrantedeast to some extent. However, in light of the
above discussion the two should be unified prosdigicnot structurally. This means that instead
of extending the account of V-2 to clitic secondhietr would involve structural unification, we
should extend the account of clitic second to What they would then have in common is the
prosodic requirement that the clitics and the verlthe constructions in question be second
within their I-phrase; the syntax of the two wolde different, which is indeed the case, as we
have seen above. It is worth noting here that Bagk@001) breaks (25) into two requirements,
given in (39). (39a) requires a phonologically avelement in front of the clitic, and (39b)
requires left adjacency to an I-phrase boundarydidsussed in BoSko¥i(2001), the seemingly
conflicting requirements can be satisfied by hathgclitic encliticize to an element that is left-
adjacent to an I-phrase boundary. In effect, (B@ntforces SC clitics to be second in their I-
phrase. The account would then extend to V in Geitnd-2 in the same wal#

(39) a. Suffix
b. #

Subjecting the verb in Germanic to the second jostlitic requirement is not as strange as it
may appear at first sight when considered fromstohcal perspective. It is well-known that in
early Indo-European, finite verbs in main clausesrewin fact_accentless second position
elements (see Wackernagel 1892). What we may dideeth in the case of the Germanic V-
2 effect may then simply be a remnant of the mereegal clitic second requirement on verbs in

(i) igar vid femtiden métte jag en gamralablkamrat.

yesterday at about.five met | an old schoolmate (Swedish)
BRegarding contexts such as yes-no questions, whergerb in Germanic main clauses is sentence-
initial, we can assume that the requirement in Y38asuppressed in such contexts (after all, the
Germanic verb cannot be subject to the requiremergaestion in all contexts); in other words, ibwid
be similar to clitics in Slovenian, which eithercétize to the initial element of their I-phrase,tbey are
themselves initial in their I-phrase (as discusseBoSkovic 2001; see, however, below for a different
perspective on this issue).
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early Indo-European (though the effect is no longmmfined to accentless verbs; see also the
discussion of Northern Norwegian belotf).

Returning to the early Indo-European V-2 theltifor accentless verbs, from that perspective
(39a), simply an enclitic requirement, is not sigipg (given that the relevant elements were
accentless). As for why adjacency to an I-phrasentary (i.e. (39b)) matters, there is often an
adjacency effect with clitics. Often it's adjacentoythe verb, which obviously cannot kick in
when the verb itself is the relevant unstressea@h, as in the original V-2. However, note that
we are dealing here with an exceptional prosodicgss, where the lexical verb is distressed in
certain contexts. Exceptional processes of thid kitten occur at I-phrase boundaries (there are
also opposite effects, e.g. Japanese case-mararde stranded under NP-ellipsis, getting
exceptionally stressed in this case, only whencadjato an I-phrase boundary (see Shibata
2014, BosSkou 2015a). | speculate that this is the reason wieypiosodic constituent that
includes the distressed verb needed to be adjexant|-phrase boundary.

Interestingly, the Japanese case-drop, illustraigd(40), where the case particle is
exceptionally stressed, is a main clause phenomevitinh is of course reminiscent of VA2,

(40) Naomi-mo moo  tsuki-masi-ta ka2MaGA mada tsuki-mase-n
Naomi-also already arriveL-PAST Q NaomiNOM yet  arrivePOL-NEG
‘Has Naomi already arrived? She has not adrixet.’ (Otaki 2011)

BoSkovic (2015a)givesa prosodic account where what matters here ighatphrase boundary

is stronger with main clauses in that it also cgponds to an utterance boundary (the relevant
boundary is both an I-phrase boundary and an atteraoundary here; recall that utterance is
the highest unit in the prosodic hierarchy). Bo3kd2015a) also observes certain differences in
SC clitic placement which are sensitive to the rattee+l-phrase boundary vs pure I-phrase
boundary distinction. The gist of the differencehat the host of an enclitic with the latter is a
single prosodic word (cf. (42b) vs (42a) and (41€)(41d)), while with the former it can be
either a phonological phrase or a single prosodimwcf. (41a-b)). Hindicates an utterance+l-
phrase boundary; only the prosodic boundaries giegehe clitic host are given below.)

(41) a. |Koji  je covjek koju  knjigu kupio?
which is man which book bbug
‘Which man bought which book?’
b. ||Koji ¢ovjekje koju knjigu kupio?
c. ??Koji ¢ovjek #koju knjigue kupio?
d. Kaojicovjek #kojuje knjigu kupio?
(42)a. ..da u velikoj sobi #tajje ¢ovjek poljubio Mariju
that in big room tha man  kissed Marija
‘that in the big room, that man kidsMarija.’
b. ??...da u velikoj sobi #tajvjek je poljubio Mariju (Boskowt 2015a)

Mwackernagel in fact suggested that finite verbicidiation led to the development of verb second
(where verb second began with mono and disyllabibs; getting extended to longer forms); for rehéva
discussion see also Hock 1991, Anderson 1993, Ki®#33, Suzuki 2008, among others). Wackernagel
also traced back modern German V-2 to Proto-Indmfgan, where finite verbs cliticized to the clause
initial word in main clauses (but see Kiparsky 1985a different perspective).
Note in this respect that the early V-2, wherevid was exceptionally distressed, was in factioeaf
to main clauses (see Wackernagel 1892, Kuhn 1933).
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Applying this to V-2, as a result, the V-2 requiramh is more difficult to satisfy in embedded
clauses, which form separate I-phrases hencedtige corresponds to a pure I-phrase boundary
(the I-phrase boundary here is not an utterancendsny), since what typically ends up
satisfying V-2 is movement to SpecCP, which is aapal movement that often affects
phonological phrases with more than one prosodicw®dhe prosodic approach then may also
enable us to capture the matrix-embedded clauserastry regarding the V-2 effect. Under this
analysis, cases where embedded V-2 is found are likaly to involve grammaticalization of
the prosodic second effect (see beléw).

Returning to modern Germanic, there actuélya clear case where the V-2 effect in
Germanic is indeed phonological in nature, whickolwes V-2 in Northern Norwegian (NN),
discussed by Rice and Svenonius (1998) (see alstevgaard 2009Y. NN is a V-2 language.

(43) Korsen kom ho hit?
how came she here
‘How did she get here?’ (Rice and Sven®11998)

However, Rice & Svenonius note an additional rezgmient on V-2 in NN: what precedes the
verb must be a phonological phrase, which minimatintains one foot (two syllables). The
requirement is satisfied in (43) but not (44), vhtdre wh-phrase is too “light” phonologically.

(44) *Kor kom du fra?
where came you from
‘Where did you come from?’ (Rice and sweius 1998)

(44) can be saved by placing the verb in the thasition, following the subject.
(45) Kor du kom fra? (Rice and Svenonius 1998)

These data indicate that the NN V-2 effect is plaogioal in nature. From the current
perspective, the requirement in (39a) has to b endre specific in NN. It doesn't suffice to
simply put a phonologically realized element innfr@f the V;the ‘host’ (i.e. the element in
question) must be a phonological phrase. While ¢histures (43)-(45), a question still arises
regarding how (45) is derived. BosSké\R001:174-176) gives an account of (45) basecdhen t
approach to the pronunciation of copies of nondtighains proposed in Franks (2010), argued
for by many authors. Under that approach, the lsgleepy of a chain is pronounced in PF
unless that would lead to a PF violation. If thelation can be voided by pronouncing a lower
copy, a lower copy is pronouncé&t(45) is then derived as follows. As is usually tase, the

% Alternatively, the prosodic restriction from (41¥2) would exceptionally not be at work in that
context. Note, however, that the grammaticalizapoocess discussed below would actually void the
prosodic effect from (41)-(42).

The following discussion focuses on the dialectcdbsd by Rice and Svenonius; regarding relevant
variation within Norwegian, see Vangsnes et al 2816 fn 19.

8There are many cases of lower copy pronunciatiotivaied by PF considerations. Perhaps the most
dramatic one is the multiple wh-fronting case nateBoSkove (2002a) (see (i); word order possibilities
in second position clitic constructions in SC arédct heavily affected by this, see BoSko2001).

() a. Cinece  precede? b. *Cine preced® ce
who what precedes ‘Who precedes what?’
c. Ce precede ce? d. *Ce ce precede?
what precedes what (Romanian)
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verb in (45) moves to C, leaving a copy in |. I&thighest copy of the verb is pronounced in PF,
a PF violation occurs. The violation is avoideddognouncing a lower copy of the velb.

(46) [cp Kor kem [p du kom fra]]

Notice that (47a) is then ruled out because, irtreshto (46), in (47a) there is no reason to
pronounce the verb in a lower position (cf. thecture in (47b)¥°

(47) a. *Korsen ho kom hit? kc{Korsen kom b ho kom hit]]
how she came here
‘How did she get here?’ (Rice amgiHnius 1998)

At any rate, Northern Norwegian shows a clear Pécehssociated with V-2.

Recall that examples where the delayer of vealogohent is parsed as a separate I-phrase (see
(33)-(38)) can be easily accommodated under theogiio approach. The discussion of NN
suggests that in some cases even phonologically élgments may have a delaying effect. In
fact, this could happen even in a language withthatNN one-foot-requirement. All that is
needed is that the delayer is parsed into the samo@ological phrase as the element that
immediately precedes the verb (as discussed in ®@8KR001, the element that precedes a
second position clitic within its I-phrase mustadprosodic constituent). It may then be possible
to accommodate even light delayer cases like Daf#i8h) and Swedish (48b) if the question
particlemonandhanin (48a), andbara andhanin (48b), are parsed as a single phonological

Romanian is a multiple wh-fronting language thanfs all wh-phrases (ia-b). An exception occursmwhe
the fronting would result in a sequence of homoplsnwh-phrases (ic-d). Boskéwi2002a) argues for
the following account of (ic). Like all wh-phrasas Romanian, the second wh-phrase in (ic) must be
fronted. Many languages have PF constraints agsétiences of homophonous elements. This is what
is at work in (id), which is ruled out by this P&nstraint. As for (ic), since lower copy pronun@atis
allowed when PF considerations require it, the loeapy of the fronted wh-phrase is pronounced here.
Strong evidence for the analysis, where the seednrghrase in (ic) moves in overt syntax, is prodide
by the fact that this wh-phrase represents a rase of a wh-phrase in situ that licenses a pacagip.
Thatwhat in (iic) can license a parasitic gap, in conttastvhat in (iib) and likewhatin (iia), is not
surprising given thawhatin (iic) undergoes overt movement, just likbatin (iia).
(i) a. What did John read without filing®. *Who read what without filing?
c.Ce precede ceardf 4 influeteze?
what precedes what without subj.particflience.3p.sg
‘What precedes what without influencing?
*The monosyllabic wh-phrase and the subject areedaas a single phonological phrase, see Bo&kovi
(2001) for details. As noted there, this prosoditian is not universally available. From this persiive,
variation within Norwegian regarding such cased W¥engsnes et al (2016) note may be capturable at
least partially in prosodic terms, by taking intmsideration the possibilities for the prosodicgsimg of
the wh-phrase and the subject in such cases, aasvtle exact statement of the prosodic secordteff
2see also Bo3kogi(2001:176-17p for a similar account of Icelandic multiple sutfjeonstructions that
Chomsky(1995)treats in terms of multiple Specs of TP with a RFputation that places the verb in the
second position to satisfy the second position irement, which Chomsky (1995) assumes is a PF
requirement. BoSko¥i(2001) analyzes such cases as in (i), in terni@vwadr copy pronunciation.
() a. bad —einhver luku einhver \&riinu.  b. {pSubjectl | Subjeet2 V [Subject2 ]]]
there someone finished someone thgrassnt
‘Someone finished the assignment.’
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phrase here, in which case the verb would stilséeond within its I-phrase, having only one
prosodic constituent in front oft.

(48) a. Mon han er syg? b. Bara han kommer smart!
Q he is il lpnhe comes soon
‘I wonder if he is ill.’ ‘If only higl be here soon.’ (Holmberg 2015)

To sum up, this section has explored the possibilifta unification of V-2 and clitic second
from the prosodic side, which would extend the act®f clitic second to V-2 (given that clitic
second is prosodic in nature). As a result, theudision has explored the possibility that at least
to some extent V-2 is a remnant of the prosodicoms@crequirement, which is still fully
operative with SC clitic$? As is often the case in such cases, the effecbedimited to some
contexts (i.e. suppressed in some contexts), a@danguages can vary in this respect. Under
this approach, which does not actually change amyttegarding the position of the verb, which
is still located in the left periphery, at leastr@constructions that are assumed to be ruled out
because they violate the second position requiremenld actually be fine from the perspective
of syntax, i.e. nothing would go wrong with themtie syntax; they would instead be filtered
out in PF due to a violation of the prosodic secpasition requirement. This may open up new
perspectives on V-2, the issue being to which éxtdre prosodic requirement got
grammaticalized by turning into an actual syntactiquirement? where an unacceptable V-1
construction would be ruled out in the syntax, itiea here being that the prosodic second
requirement has undergone a change to a syntagigrement to have a Sp&c.

This may also put us in a position to expléi@ dtherwise rather exceptional non-pickiness of
the V-2 requirement, where, in contrast to the Lsitiaation where a head is picky regarding the
kind of element that satisfies its Spec requiremjest about anything can satisfy \A2ln more
technical terms, where the pickiness is standairdiylemented by assuming that movement
involves Agree+EPP feature satisfaction, with tlggefe part implementing the pickiness, it may
be that the first step in the grammaticalization tibé prosodic second requirement is to

ZI'There may in fact be another option for cases ldedandic (i); if bara is parsed as a prosodic
constituent with eithehan or the verb itself, the prosodic constituent helablg the verb would still be
second in its I-phrase.
(i) Han bara hlé ao mér.

he just laughed at me (Sigurdssoro199
#2As noted below, the original V-2 was actually a bimed syntax/prosody effect, with the V in the left
periphery and examples where the syntax leaves at position where it is not second in its I-phrase
filtered out in PF. Since SC clitics are often muater in the structure, i.e. not in the left pédpoy
(which means they lost the syntactic part of V& &elow), the latter kicks in quite often to rola
clitic 3" examples.
ZNote that | use the term grammaticalization foreeaf exposition to indicate a change from a non-
syntactic to a syntactic requirement.
24y-1 cases like yes-no questions and imperativesciwhave been argued to have a null question/
imperative Op in SpecCP (see Holmberg 2015 andemfes therein), can then be considered fully
grammaticalized, with the prosodic requirement aeptl with the syntactic requirement (see below).
German topic drop where the element in SpecCP ledetemay be another such case. However, such
cases can still conform with the prosodic requineigdeletion takes place after the prosodic sdcon
requirement is met (see Boské6w001 for evidence that the requirement can befsadi during the PF
derivation based on cases where the relevant etes@nthe second position of its I-phrase durihg
PF derivation but not in the final PF representgtio
#But see fn 37 for an indication that some pickinesy be present, or developing, at least in son V-
cases.
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exceptionally have movement driven only by the HP®. the I-need-a-Spec) requirement,
without the concomitant Agree relation (as in Re&ier2004 account of V-2). A question that
can arise here is then whether all cases of EPfoutitAgree movement can be looked at from
this perspective, as arising from the grammatiasitm of prosodic (or more broadly, non-
syntactic) requirements. Movement that is compjetiVorced from such requirements, i.e.
which is fully syntactic, would then always cometwihe Agree+EPP scherffaThis may be a
promising line to purse regarding exceptional ERfReut-Agree (i.e. pickiness) cases.

From this perspective, V-1 constructions lyes-no questions and imperatives, which are
standardly analyzed as involving a null questiop&native Op in SpecCP, can be considered
fully grammaticalized in that they fit the AgreeHERchema. In these cases there plausibly is
agreement involved, SpecCP being filled by a paldictype of element. It may not then be
surprising in light of the above discussion thasuth cases there isn't even a remnant of the
prosodic second requirement, as evidenced by tteHat the verb is I-phrase initial.

Another issue the above discussion bringsdiat Iconcerns constructions where the verb
superficially doesn’t occur in second position, utther in the clause, in the93even 4
position. There is a good deal of recent reseancbuch constructions, with attention also being
paid to the issue of why they are not more preval®ne factor that may need to be taken into
consideration with ungrammatical examples of tlyisetis whether the verb in such cases
satisfies the prosodic second requirement; if #sdoot, it is possible that such cases are ruled
out in PF, with no syntactic violation. Thus, ifaessible that the reason for the contrast between
Swedish (36) and (49) (from Holmberg 2015) hasaavith prosody, in that the delayers in (36)
can all be parsed as separate I-phrases, whiatt i@ case with all the delayers in (49) (note
that the same element can be parsed differentlyogioally in different contexts).

(49) *Nede vid an, under bron, dliiyen aldrig har det bott en bisamratta.
down by the-river, under the-bridge, appdly never has there lived a muskrat

In fact, from the current perspective it may notrigeessary to assume that V-2 languages are
syntactically special in that they differ from n¥R2 languages in the richness of the left
periphery, or that the possibilities for movemeithim the left periphery are syntactically more
constrained in V-2 languages, both of which havenbsuggested to account for the special
properties of V-2 languages. Given the above dsouns V-2 languages may in fact have the
same kind of possibilities available to them syntadly in the relevant respects as non-V-2
languages. What makes them special is a non-symiaet prosodic) factor, which may filter
out in PF examples that may be well-formed in thetax. In other words, rich left periphery
examples of the kind found in non-V-2 languages reh@ number of constituents precede the
verb may in principle be also possible syntactjcall V-2 languages (see Holmberg 2016).
They would, however, be filtered out in PF (as ssggd above regarding (49)).

This may also put us in a better positiocapture the relative rarity of V-2 languages since
their specialness would be taken outside of théasyrience there would be no need to tie it to
special syntactic mechanisms that would be comlateependent from non-syntactic factors
(recall in fact that the special status of V-2 laages can be traced back to a special prosodic
factor historically). Moreover, the fact that ththere is a good deal of variation among V-2
languages regarding the availability of exceptiamah-V-2 cases may also be easier to capture

28A possible exception is noted below where howeedther EPP nor Agree is involved.
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since much of it may come from prosody (it is waibwn that there is variation both across
languages and individual lexical items of a singleguage regarding their prosodic properties,
including intonational phrasing), differences ire textent to which the V-2 requirement got
grammaticalized providing another source of vaviatiere’’ At any rate, the above discussion
shows that any syntactic account of V-2 may berfefifact may require) including a prosody-

based module.

Consider finally the potential path of devetamnt of the second position effect. The original
Indo-European second position effect with verbs banlooked at as a combined syntax/
prosody effect, with the verb located in the ledtriphery and constructions where the syntax
leaves the verb in a position where it is not pdeesecond in its I-phrase filtered out in’PF.

(50) Second position requiraime
/ \
(S) Syntactic (V-in-€) (P) Prosodic (enclitic/adjacency tol4qoinrase boundary)

SC clitics, which can occur quite low in the sturet only have P (i.e. they are only subject to P
from (50)). Germanic V-2 involves S (hence it inved V-movement into the left periphery),
with the remnant of P, which got grammaticalizednany cases, as discussed above.

The reason for this may have to do with wadko. Early Indo-European languages had way
more freedom of word order than modern Germanipp8se that what was responsible for this
difference is a difference in the availability afp&nese-style scrambling (JSS) (which is very
different from what is referred to as scramblingdermanic, see e.g. BoSké\2004b), under
Fukui and Saito’s (1998) analysis of JSS, where d8&s not involve satisfaction of any
syntactic feature checking requirements at all {ii.mvolves neither Agree nor EPP)The loss
of JSS has made it more difficult for the releval@ment to be subject to S (i.e. to be located
high in the structure) and still satisfy P givere tunavailability of JSS, which could
“accidentally” satisfy P in proto-Indo-European.igithen led to the grammaticalization of P in
terms of arEPPrequirement (without Agree, as discussed ab#ve).

4. On the immobility of V-2 clauses
This section discusses a curious property of Va2sts in German, namely their immobility. As
Reis (1997) notes (see also Wurmbrand 2014, HolgnBet5), V-2 clauses in German cannot
move. As illustration, a V-2 clause is moved to @pein (51a) and SpecCP in (51b). Both
examples are unacceptable, in contrast to (51@rewvtine V-2 clause is in situ.

(51) a. *weil Ep den Peter mag niemand] Igeahein bekannt ist.
since the.ACC Peter likeasobody.NOM commonly known is

‘since nobody likes Peter is commonlpkn’ (Wurmbrand 2014:155)
b. *[Er sei unheimlich beliebt], moéchte jeder gern glauben.

he is.SUBJ immensely populavould.like everyone like believe
‘Everyone would like to believe he isnmansely popular.” (Wurmbrand 2014:155)

2" The former factor (prosodic variation) is moreelikto be involved in V-3 cases, and the lattee (th
extent of grammaticalization) in V-1 cases.
2|t is possible that that the earliest second parsitequirement was P alone, with S developed fdvsve
which were subject to P, given that i€ otherwise an available landing site for V-moesin
2Fukui and Saito (1998) show the analysis explaing 38S is not sensitive to relativized minimality.
%As a side remark, note that one of Boskisvi(2008a, 2012) NP/DP generalization concerns what
refer to as JSS here, JSS being available onbniguages without articles.

20



c. Sie sagte [den Peter magmand].
she said the.ACC Peter likebody.NOM (Wurmbrand 2014: 153)

We will see in this section that the immobility\éf2 CPs can be captured in Chomsky’s (2013)
labeling system, in fact in the same way the bamormement from moved elements is captured
in BoSkovt (2018). Before discussing (51a), | will then makdigression to discuss the ban in
guestion. After returning to V-2, | will examinetat second from this perspective.

4. 1. On the ban on movement out of moved elements
Many have argued that movement out of moved elesnentdisallowed (e.g. Wexler &
Culicover 1980, Diesing 1992, Takahashi 1994, Mll@98, Stepanov 2001, BoSké6018).

(52) Movement is not possible out of moved elements

One illustration of (52) is provided by the Subjé&xdndition: under the VP Internal Subject
Hypothesis extraction out of a subject in SpeciPlives extraction out of a moved eleméht.

(53) ?*1 wonder gpwho [ppfriends of {]; [vetj hired Mary]]

Extraction is also disallowed from moved objectsisTis shown by the pseudogapping example
in (54), where under Lasnik’s (2001) analysis afymtogapping the object undergoes movement,
followed by VP ellipsis. Particle constructions wiethe object precedes the particle also
involve object movement (Lasnik 2001, Johnson 19Bportantly, extraction from the moved
object is disallowed in both (54) and (55a). Thatlsextraction is disallowed is confirmed by
Spanish (56), given that, as shown in Torrego (1.998anisha-marked objects must move.

(54)?*Who will Bill select a painting of, and wiwill Susan [a photograph qgfitfveseleett}
(55) a. ?*Whedid you call [friends ofi}i up t?
b. cf. Whodid you call up friends of2

(56) ?*[De quién] has visitadap a muchos amigogit[ve ... t]
of whom have-2sg visited a gnarfriends
‘Who have you visited many friends of?’ Gallego and Uriagereka 2007)

(52) also holds for A’-moved (57) and rightward red(58) element¥.

(57) ?*Vowel harmony, | think that [articles abdiityou should read carefully t
(Corver in press)
(58) ?*What did you give jtto John [a movie abou};?

(52) thus has strong motivation. BoSkoy2018) shows it follows from independent assump-
tions regarding phases and labeling. The formeceas Chomsky'’s criteria for differentiating
phases and non-phases, namely the one in (59)Qheensky 2000, 2001, Rackowski &
Richards 2005, Cheng 2012, Matushansky 2005, Hathv204 3, Legate 2014, BoSké\2015b).

(59) Only phases can undergo movement.

31 Extraction is allowed from subjects in SpecvP, esge Stepanov (2007) and Takahashi (1994).
%2Torrego (1985) claimed that movement out of SpeisGiowed in Spanish, but Gallego (2007) shows
that her cases involve extraction from a prothetiject, not SpecCP; see also Bosko{@018) for
several cases where movement from a moved elenemtbhen claimed to be allowed; in fact,
BoSkovic’s (2018) analysis does not rule out all such maamm
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As for labeling, Chomsky (2013) proposes a thedriabeling where in the case where a head
and a phrase merge, the head labels the resultjegtoWhen two phrases merge, there are two
ways to implement labeling: through prominent featsharing or traces, traces being ignored
for labeling. The former is illustrated by (60)hetwh-phrase and the wh-C (CP at the relevant
point of the derivation) both have the Q-featuréatis projected (i.e. determines the label of
the resulting object via prominent feature-sharisghe Q-feature.

(60) | wonder gpwhich book[c' C [John bought]

Consider now (61a), with the relevant derivatiopaint given in (61b). Chomsky assumes that
successive cyclic movement does not involve feasheing, which follows BoSko&i(1997a,
2002a, 2007, 2008b). As a result, there is no feasharing betweethat and the wh-phrase
passing through its edge. Since labeling via feasivaring is not an option here the embedded
clause cannot be labeled whehat moves to its edge (61b). However, since tracesgaed

for labeling, ? is labeled as CP afte#nat moves to the matrix clause.

(61) a. Whatdo you think gpt’i [c that [he bought]i]
b. p what [cpthat [John bought]f]

In light of the above discussion, consider (62d)eme YP moves out of moved XP. (62a) has
the structure given in (62b) before these movements

(62)a. YR[xp ...t ...] ... ¢
b. kp... YP..]

Given that only phases can move, for XP to be &blmove it must be a phase. As a result,
given the PIC, for YP to be able to move out of XP, must move to the edge of XP. Crucially,
given the cycle, movement to the edge of XP mustguate the movement of XP itself. As is
always the case with successive cyclic movemeatmtarger of YP and XP yields an unlabeled
object. Now, for Chomsky, phases are CPs, vPs,CdPgl (see BosSko#i2013a, 2014 on APs

and PPs). However, the object formed by the mesg&P and XP does not have a label at all,
hence it is not a phase (in other words, phasesiree¢abel-determination, hence unlabeled
objects cannot be phases). Since only phases ce the object in question then cannot move.

For illustration, consider the Subject Cdioth case in (63a), with the structure in (63b).

(63) a. *I wonder whq[friends of {] left Mary
b.[p I... ¢ [2Who [ppSubject]]]]

Subjects being phasasho must move to the edge of the subject DP. Givercyiote, this must
occur before the subject moves from vP. Mergewlod and the subject DP yields an unlabeled
object, which, not having a label, is not a phd$e phrase marked with ? then cannot mve.
What is relevant for us is that the above antpuovides a new perspective on (52) where the
problem with moving YP from moved XP doesn’t ariseen YP moves from XP—it arises
already with movement of XP: XP itself cannot mdnge. In other words, moving XP does not
freeze the internal structure of XP for movemerdather, movement of YP to the edge of XP

*As discussed in Boskavi(2018), remnant movement is still allowed, thdedénce being that with
remnant movement YP moves from XP in (62) beforenXdves. Since traces are ignored for labeling,
movement of YP then has no relevant effect onabellng of XP.
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prevents movement of XP. We will see in the nextisa that V-2 clauses are prevented from
moving for exactly the same reason, which will yritie immobility of V-2 clauses and the ban
in (52); what makes the unification possible ist thader the above account of (52), movement
out of a moved element, which doesn’t take placé-icases like (51a-b), is in fact irrelevant.
All the cases given above to illustrate (52) inwobuccessive-cyclic movement via the Spec of
XP. As a result, they also involve movement of Sffesince it's the very nature of successive-
cyclic movement that a phrase undergoing it castat in an intermediate Spec for independent
reasons. This is the reason why they involve movermet of a moved element. This movement
has masked the real reason for the unacceptabilithe relevant cases, which is that they
involve movement of a phrase with a non-agreeingcStater movement out of that phrase is
irrelevant). The lack of agreement delabels thevasit phrase, rendering it immobile, as
discussed above. The fact that the later movenmeed dot take place in (51a-b) is then not an
impediment to unifying the ungrammaticality of (Sipand examples like (53)-(58).

4.2. Deducing the immobility of V-2 clauses
| now return to the immobility of V-2 clauses irefnan, illustrated by (51a)/(64).

(64) *[cpweil [p[cp den Peter mag niemand] allge bekannt ist]].
since the.ACC Petibed nobody.NOM commonly known is

As discussed in section 3, V-2 clauses are notsrfou their non-pickiness when it comes to
what fills their SpecCP, which has led to the psaide that they do not involve agreemethiey
involve EPP without Agree. Since feature-sharingield to agreement, a natural consequence of
this is that V-2 clauses do not involve featurerstta which means that they are not labeled
(see also Blumel 2017). But this accounts for timimobility given that, as discussed above,
unlabeled elements cannot move. The labeling a¢aaiuthe ban on movement out of moved
elements in fact straightforwardly extends to thenobility of V-2 clauses. As discussed above,
the ban in question holds for successive-cyclic enoent, which is characterized by the lack of
agreement in intermediate positions. This is irt fae property of V-2 clauses, which the EPP-
without-Agree account of V-2 makes quite explidit.the labeling system, phrases with non-
agreeing Specs cannot undergo movement, since @agrering Spec delabels the relevant
phrase, rendering it immobile. It is then not sigipg that, just like phrases that host successive-
cyclic movement, V-2 clauses cannot undergo mové#dten

This account capitalizes on the fact that wradgounts like Haegeman (1996), Roberts &
Roussou (2002)Roberts (2004), Jouitteau (2008), Holmberg (2016¢, V-2 movement to
SpecCP is treated essentially like successive«ynlovement in Chomsky (2013) (neither
involves an agreement relation). We have seendpplying the account of successive-cyclic
movement from Chomsky (2013) to the V-2 movemerg8gecCP makes V-2 clauses immobile,
which they indeed are.

Recall now that a number of authors have argli@dthe clitic second effect should be treated
in the same way structurally as the V-2 effecthwte clitics located in C and the element
preceding them in SpecCP. Given that anything cangae such clitics (clitic second is in fact
even more promiscuous in this respect than V-2)nified analysis would treat clitic second

¥Note that the lack of labeling does not fully vaie2 clauses of phasehood effects. The merger of C
and IP is still labeled as a case of a head-phmasger (feature-sharing is irrelevant here), whgh
enough to send the IP to spell-out. The only thirag is not labeled is the result of the mergetha CP
and the element that moves to merge with it.
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clauses as another instance of EPP-without-Agrewuld then expect clitic second clauses
to behave parallel to V-2 clauses regarding mahilit that they should be immobile. This is,
however, not what happens: in contrast to V-2 @auslitic second clauses can be moved.

(65) [Knjigu mu dati] bilo bi preportljivo t;.
book.acc him.dat to-give been would sdlle
‘It would be advisable to give him theok.’

This then also argues against a syntactic unifoadf the two phenomena. The difference is not
surprising in light of the discussion in sectionR&call that clitics are second prosodically, not
structurally. Different clitics are located in difent projections, and can in fact be rather low in
the structure. As a result, elements that precdiiescare not located in a fixed position. A
variety of elements can precede clitics becaussetl@ements are located in a variety of
positions, we are not dealing here with the situativhere they all fill the same Spec position,
which in turn would indicate that this Spec positinvolves no agreement, hence no labeling. It
is then not surprising that clitic second clausedengo movemeniy contrast to V-2 clauses.

Turning now to the theoretical consequenceshef d@nalysis, we have seen that the EPP-
without-Agree account of V-2 clauses naturally k&althe analysis where such clauses are not
labeled, which in turn explains their immobilityhi§ rather natural treatment of V-2 clauses
implies that some unlabeled objects can be intexgrat the interfaces. This in fact is not such a
stretch, since, as noted in BoSko{2016b), it is actually not obvious that labele aeeded for
interpretationin fact,formal semantics models typically don’t make reseuio labelBoskovi
(2016b) then raises the possibility that labelirymot always be needed for interpretation, i.e.
that some syntactic objects can be interpreted esdrout labels (but see section 433).

It should, however, be noted that the ungratiwality of (51a-b) can actually be accounted
for even if the moving V-2 clauses are assumecettabeled under a particular approach to the
timing of labeling. Under that analysis, the costrbetween the mobility of V-2 and clitic
second clauses still argues against their structumiéication. However, the alternative analysis
has much broader consequences, extending the dagbthre immobility of V-2 clauses to a
range of other constructions. It also has diffesamtsequences from the no-labeling analysis for
subject V-2 clauses. | will therefore explore thiternative analysis in the following section. A
digression is first in order to discuss the reléxassumption regarding the timing of labeling.

4.3. On the timing of labeling

In Chomsky (2013), the syntax doesn’t need laltbésjnterfaces do. As a result, labeling occurs
when structure is sent to the interfaces, i.ehatphasal level. The approach faces several issues
(see Boskowi 2015b, 2016b). Thus, to determine that a phasal leas been reached, which in
turn determines spell-out points (i.e. when thaditire is sent to the interfaces), some labeling
is needed. E.g., we cannot determine whether aapte®| has been reached with the object in
(66) before the labeling of this object. Howevée problem is that labeling is done only when a
phasal level is reached. This leads to a chicketheegg problem: To determine whether a
phasal level has been reached we need labelindgpblaibeling we need to reach a phasal level.

(66) X Y]

*Boskovi (2015b) in fact suggests this for adjunction, whiould be extended to V-2 clauses if we
assume that such clauses do not involve moveme8péaCP but the CP-adjoined position, reserving
movement to the Spec position only for cases innghlagreement/feature-sharing (see Bo3k@@15b).
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A problem also arises when both elements, e.gctimeplement and the head, move (see also
Shlonsky 2014). Traces being ignored for labelimg,labeling can then be done in this case.
Furthermore, if the head moves, but the complerderts not, the complement will label the
object formed by their merger. To illustrate, ibéding takes place only at the phasal level, i.e.
when Z is introduced into the structure in (67) @#ng the only phase), given that traces are
ignored for labeling the result of the merger oaid KP in (67) cannot be labeled (by Y) as YP.

(67) 2 [xp YO+XO[yp ty KP]]

BoSkovic (2016b) proposes an approach to the timing ofliladpgreferred to as TOL) that
resolves these problems, where the labeling of addsemplement merger occurs when the
relevant configuration is created (since it takie€@ for syntactic reasons), while the labeling of
a merger of two phrases occurs when the strucsusent to the interfaces, given the assumption
that unlabeled objects are uninterpretable. Und@k,Tlabeling of a head-complement merger
occurs for a syntactic reason, namely subcategmizasatisfying subcategorization requires
that the element with the requirement to take agtement projects, or there would be no head-
complement relation here. This concern does neeawiith feature-sharing Spec labeling (i.e.
phrase-phrase merger).

TOL resolves the above problems with Chom&048). Thus, no problem arises when both
the complement and the head of a phrase move, enwhly the head moves although traces
are ignored for labeling since the result of a heahiplement merger is labeled immediately:
the head then determines the label before movihg.spell-out issue is also resolved. Recall the
problem: phases determine when the structure isteetine interfaces. If labeling occurs for
interpretative reasons this is when it should océuchicken-or-the-egg problem then arises.
Phasehood determination requires labeling: to katwether something is a phase we need to
know its label. Since phases determine spell-oiritpowithout any labeling structure cannot be
sent to the interfaces, which in turn is neededdbeling to occur under a purely interpretative
approach to labeling. The issue is resolved if km@adplement merger is labeled immediately
since this is all we need to determine spell-ountso (BoSkowt 2016b also shows that a
number of locality effects (the Subject and Adju@andition, Richards's 2001 tucking in, and
the full range of Comp-t effects) can be accoumtedn a unified manner under TOL.)

What's important here is that under TOL, labglwith feature-sharing Specs (i.e. phrase-
phrase merger) doesn’t occur immediately but oriigmvthe structure is sent to the interfates.

Given this background, | return to the immadahilof V-2 clauses, illustrated by (64). The
analysis of (64) adopted earlier assumed that \laZises are not labeled. The alternative
analysis about to be proposed on the other handmess that the V-2 clause undergoing
movement in (64) is labeled. There are severabapthere. V-2 clauses undergoing movement
necessarily involve embedded V-2. As discussecatian 3, it is possible that embedded V-2
involves full grammaticalization, which can be mmeeted as embedded V-2 involving
traditional Spec-Head agreement, and feature-gpaAiternatively, if we adopt Chomsky’'s
(2013) assumption that labeling is always requaethe interfaces, all V-2 clauses should be
labeledGiven that they do involve a Spec-head configurgtibis possible that they are labeled
via prominent feature sharifgThere is another option, which is also in line withomsky's

*This differs from Boskowi (2018), who assumes that all labeling may occwoas as possible.

37y-2 clauses are actually not completely non-pidkys the element in SpecCP cannot be a focus in

Germanic V-2 (see e.g. Holmberg 2015). It is thet completely out of question that some kind of
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assumption that labeling is required at the inter$a It is possible that V-2 structures are labeled
exceptionally by simply ignoring the element in 8g€—this would then be a case of a phrase-
phrase merger where one phrase is exceptionallyrégnfor labeling with the other phrase
providing the label (at the point when the struetisrsent to the interfaces). Regardless of which
of the above options is adopted, the V-2 clausenfi@4) would be labeled (for ease of
exposition | will ignore the option on which onlyneedded V-2 clauses are labeled). However,
given the TOL, it would be labeled only when thkevant structure is sent to spell-out.

Consider then the derivation of (64) under TQ@QLs standardly assumed that what is sent to
spell-out is the phasal complement and that thepbemrment of phase is sent to spell-out only
after movement to the edge wfthe final structure is also sent to spell-outivea this, the V-2
CP in (64) will not be sent to spell-out until thel structure is built-it will be sent to spell-bu
only afterweil triggers the spell-out of its IP complement. @spive VP is a phase, the V-2 CP
will move to its edge before the VP complement & sent to spell-out.) This means that the V-
2 CP in (64) moves before it is sent to spell-éldawever, since the CP is created by a phrase-
phrase merger, the labeling of this CP occurs eftbr it moves. What we are then moving here
is actually not a CP but an unlabeled element, wisalisallowed.

Recall that in contrast to V-2 clausegjc second clauses can moVde difference is also
captured under the analysis from this sectionjtbstagain crucial that V-2 and clitic second are
not treated in the same way structurally. If clggcond is treated in the same way as V-2, with
clitics in C and the element preceding them in §ftave would expect clitic second clauses to
behave parallel to V-2 clauses in being immobi®) (can in fact be taken as a confirmation that
SC clitics are not high in the structukéore preciselywhile the verb in/-2 clause®ccurs in the
highest head position, this is not the case wighdiitic in (65) (if the clitic were in the highest
head position, the phrase preceding it would bé#sirSpec, which would make the bracketed
phrase immobile (the bracketed phrase should thea & null head at the top of the structure on
this analysis)).

Under the account from this section, V-2 Gi?s labeled. However, since labeling of
objects created by phrase-phrase merger is delaysldthe structure is sent to the interfaces,
such CPs are labeled too late to be able to moweth® other hand, under the account from
section 4.2, the reason why V-2 clauses don’t mewecause they are not labeled at all.

While both accounts capture the immobilifyMd2 clauses, the choice between them has
consequences on related constructions; in faelsi bears on the debated issue of whether
subject V-2 clauses are CPs or IPs. If they are, ®Bth accounts, which differ regarding
whether such clauses are labeled or not, woulchdxte subject V-2 clauses. This is, however,
not the case if they are IPs. If they are IPs, stlabhses would be labeled anyway via regular
feature-sharing (traditional Spec-Head agreeméat)hiolds between the subject and the IP. The
above account of (64) would then extend to subje2tclauses only on the TOL option, where
labeling with feature-sharing is delay&Now, subject V-2 clauses are also immobile, ab)51
shows. This then leaves us with two options forjettbV-2 clauses: if they are CPs, both
accounts of (51) can be extended to them; if teyRs, only the TOL account does.

defective agreement, which would be responsibletferlimited pickiness, is involved here (under the
suggestion under consideration, Agree from the é&gEPP schema might not fully overlap with
prominent feature sharing (given the discussiomfsection 3)).
#Note that subject V-2 clauses are phases even uhdeiP analysis under the approach where the
highest clausal projection is a phase (see Boék9i4, 2015b, Wurmbrand 2014).
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There are many other cases where the choieeebatthe no-labeling account (from section
4.2) and the TOL account (from section 4.3) ofithenobility of V-2 clauses matters. The latter
is in fact much broader in its consequences—itredddo all phases with feature-sharing Specs,
preventing such phases from moving. The former @atcdoes not have such a broad reach;
since it appeals to a special property of V-2 dayd is pretty much confined to this case.

Consider, for example, embedded declarativeisela which are not introduced by the
complementizethatin English. As is well-known, such clauses ar® atsmobile.

(68) a. *[John likes Mary]s widely believed;t
b. That John likes Mary is widely believed
c. *[John likes MaryPane believed.t
d. That John likes Mary, Jane believed.

A number of works have argued that the moved clau$é8a,c) is an IP (see BoSkévi997a
and references therein). If, as argued in Bogk{®014, 2015b) and Wurmbrand (2014) (see fn
38), the highest clausal projection is as a phesga(dless of its category), the embedded clause
is still a phase here. Note, however, that the elaée clause is then labeled via feature sharing.
Under TOL, it is labeled after movement, whichas fate. The TOL account of (51a-b) thus
extends to (68) under the IP account of the moVaases in (68). The categorial statughaft-

less declaratives in English is, however, contrereérit is often assumed that they are CPs.
Can the above account of (51) extend to (68) uadeP analysis of such clauses? In fact it can,
under Pesetsky and Torrego’s (2001) account of slases. Pesetsky and Torrego argue that
the clauses in question are CPs, with the subgeetéd in SpecCP (and undergoing feature-
checking with C). The TOL account of the immobilitf thatless clauses can then be
maintained under Pesetsky and Torrego’s CP analykis TOL account thus extends to the
immobility of that-less clauses, in fact regardless of whether the(C&s or IPs.

As noted above, the TOL account of the imritybof V-2 clauses has a much wider reach
than the no-labeling account since it generaliresrnmobility of V-2 clauses to all phases with
feature-sharing Specs (in fact all phases with §pgwen that those with non-feature sharing
Specs anyway cannot move, as discussed in sectijn As a result, it explains several
previously mysterious cases, where certain phrages been noted to be immobile for no clear
reason. Thus, Abels (2003) observes that IPs canawe. Examples like (69) are not surprising.

(69) *[r Hisi brother likes Mary]everyonebelieves ¢r that {]

(69) illustrates Abels’s generalization that compésts of phase heads cannot move (the IP that
undergoes movement is a complement of C, a phaase).h€his follows from the PIC and
antilocality, the ban on movement that is too shOR being a phase, the PIC forces IP to move
to SpecCP, which violates antilocality (anotherybemn is that the IP from (69) is not a phase, cf.
(59)). However, Abels (2003) shows that even IR4 #re not dominated by CP cannot move
(see also BoSkogi2013b). Consider (70).

(70) *[iIrp morgen  zu reparieren] hat ihn der Hanschi@ssen. (Abels 2003: 151)

tomorrow to repair hdas the Hans decided
‘Hans decided to repair it tomorrow.’

(71) cf. weil ihn der Hang[morgen zu reparieren] beschlossen hat.
because it the Hans tomorrow to repair decided has
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Following Wurmbrand (2001), Abels shows that thénitive in (70) is an IPthe adverb
indicates the presence of IP and pronominalizagizsures the lack of CP, being banned out of
CPs. (70) then indicates that even IPs that arelowinated by CP (i.e. IPs which are not phase
head complements) cannot move. The TOL accouriteoimimobility ofv-2 CPsextends to this
case. Assuming that the highest clausal proje¢i@phase, not being dominated by CP the IP
in (70) is a phase. In principle, it could move wéwer, given the standard assumption that such
cases involve PRO in SpeclP, the infinitival IPlabeled through feature sharing. Given that
labeling through feature-sharing is delayed umtiicture is sent to the interfaces, the labeling of
such IPs takes place too late for them to be ableave3® What we are then moving here is an
unlabeled element, which is disallowed.

The TOL account, which bans movement of pleagéh feature-sharing Specs, extends to a
number of other cases, e.g. the otherwise mysterioan on moving the wh-clause in
specificational pseudoclefts, illustrated by (78¢€ Higgins 1973, Boskavil997b}° and the
impossibility of passivizing indirect questionsiag73). (Passivization is used to minimize the
possibility of analyzing what follows the clause as adsentential, but Nordstrom 2010 notes
that topicalization is also disallowed hete.)

(72) a.[What John is] is proud.
b. *[What John iskeemsi;tto be proud.
(73) *Who John hiredvas asked (by Mary).

Both of these cases involve movement of a CP phatea feature-sharing Spec, which is
disallowed under the TOL analysis. The TOL analpdithe impossibility of movement of V-2
clauses thus extends to a number of constructierplaining the otherwise mysterious
immobility of a number of phrases, unifying themtlwihe immobility of V-2 clauses. The
alternative no-labeling analysis does not extendthese additional cases; whatever is
responsible for their ungrammaticality is then ipeledent of the immobility of V-2 clauses
under that analysis. However, while the TOL analysas a wider coverage it is based on a
rather strong prediction: it generalizes the imrigbiof V-2 clauses in a way that bans
movement of phrases with feature-sharing Specs g@merally. This calls for a reanalysis, or
provides evidence for particular accounts, of a loeinof constructions.

To illustrate, consider English possessor.0¥tgen the possibility of moving the possessor
DP in (74), the DP cannot be analyzed as haviign(’s) in SpecDP since (74) would then
involve movement of a phase with a feature-shapgc. However, a Kayne (1994) style
account, where the possessor is in SpecPossPPadsP dominated by DP, is fully consistent

3Bare IPs with no Spec can in principle move. HoweVveam not aware of clear cases of this type,
where we can be sure there isn’'t even a null explé SpeclP (the thorny EPP issue also arises)her
“OPredicational pseudoclefts are different h§v¢h@at he is] seems; to be worthwhilHowever, the wh-
clause in predicational pseudoclefts is standaadblyzed as a free relative, free relatives beiRg,ot
CPs with a wh-phrase in their Spec (see Donati 2806 argues the wh-phrase actually heads the DP).
“4(73) may not be ruled out universally (see Bo3k@@16c). In many languages an overt C can precede
a fronted wh-phrase, as in (i) (in fact, in Rizz'8997 split CP wh-phrases do not move to the highes
clausal projection). Under the above analysis, daggs that allow examples like (73) would be aredyz
as involving additional structure above the frontédphrase, which need not be manifested overtly.
(i) Julio pregunté que qué ibamos a comprar t

Julio asked  that what (we) were.goitgbuy (Spanish)
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with the TOL analysis: under this analysis whah@ved in (74) is a phase, but not a phase with
a feature-sharing Spec (for additional cases, s&&dvi 2016c).

(74) [bpJohn’s pictura]was soldit

This issue regarding possessor DPs does not arii the alternative no-labeling account from
section 4.2., which ties the immobility of V-2 ctas to a special property of V-2 clauses, hence
does not have as broad of an effect as the TOlysisalThus, the no-labeling analysis does not
require the DP-PossP structure for possessor DPst(is compatible with placing the possessor
in SpecDP). The no-labeling analysis is, howevet,completely void of broader consequences.
Under that analysis, we may expect the immobilfty/€ clauses to extend only to phrases with
Specs where there is no traditional Spec-head agnete evidence for which would be provided
by the lack of pickiness regarding the element filatthe Spec position, the assumption being
that if anything can fill the Spec position, théere is no agreement/feature-sharing.

5. Conclusion
The paper has argued that V-2 and clitic secondildhoot be unified structurally. Second
position clitics do not all occur in a fixed positi high in the clause (they can in fact occur
rather low in the structure), differing from therlvan V-2 in this respect; second-position clitic
systems are incompatible with the presence of defarticles/DP in a language, in contrast to
V-2; and clitic second and V-2 clauses differ relijag their mobility.

Clitic second and V-2 do, however, share irtgdrprosodic characteristics, which was taken
to indicate that the two should be unified at lefmstsome extent prosodically, hence more
attention should be paid to prosody in the investigms of V-2 (with clitic second, the second
position is in fact defined prosodically: cliticseasecond within their intonational phrase),
which was also shown to lead to a simplificatiortteé syntax of V-2. From this perspective, |
have also suggested accounts of a number of prepeatt V-2, like the root/embedded clause
asymmetry regarding the productivity of V-2, thenfmickiness of the V-2 requirement (where
just about anything can satisfy it), and the rdl¢he freedom of word order in the development
of syntactic V-2, where all these are ultimatebctd to the presence of a prosodic requirement,
which further indicates that investigations of \&fibuld include the prosodic module.

The paper has also provided a labeling-baseduat of the immobility of V-2 clauses,
which has consequences for a number of construction
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