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Abstract: Smuggling refers to a situation where movement wfould induce a violation that is voided
by movement of a larger constitughthat contains:, which is followed by movement ef. Smuggling
thus involves movement out of a moved element, widctraditionally assumed not to be possible (the
constraint is referred to as the freezing ban). phper shows that there is no general freezing ban.
Extraction out of moved elements is generally aldwT he cases where such extraction appears bet to
allowed involve independent problems concerninglialy. The paper re-examines from this perspective
(which allows but restricts the possibilities fongggling) the smuggling derivations proposed inli@sl
(2005a,b), focusing on the passive constructiord #re smuggling analysis dbughconstructions
proposed in Hicks (2009). A modified version of tater is argued to be superior to the traditiomall
Op analysis oftoughconstructions. Several conclusions regarding thecture of infinitives are also
drawn; thus, the discussion tofughconstruction coordinations provides evidence ajanalyses which
place infinitival to low in the structure. The discussion in the pagsp shows that there is a strong
relationship between movement and labeling: unkbelements cannot undergo movement, unlabeled
elements do not function as interveners, and momenannot target unlabeled elements.

1. Introduction

Smuggling is typically used to refer to a situatishere movement of XP would create a
violation that is voided by movement of a largenstituent ZP that contains XP, which is then
followed by movement of XP out of ZP (see Collir303a,b). The violation that is typically
voided this way concerns intervention effects, negativized minimality (Rizzi 1990). This paper
will address two issues concerning smuggling. As #bove description of the smuggling
situation indicates, smuggling involves movemeritaila moved element, which is traditionally
assumed to be disallowed. (The ban on movemenfaubved elements is often referred to as
the freezing ban.) The main goal of this papemisliscuss the problem that the freezing ban
raises for smuggling. The discussion in this respétlead to a reformulation and modification
of both the traditional freezing ban (see also Begk2018) and several smuggling derivations
of particular phenomena proposed in the literafarg. those proposed in Collins 2005a,b).

The paper will also discuss a particular casenmaiggling where the violation smuggling
voids is not a relativized minimality violation, ta violation of a different requirement, which
means that relativized minimality is not the onlgnstraint whose effect can be overcome
through smuggling. The logic behind the case instae is, however, the same as in the basic
cases of smuggling. The situation where movemenXfto the position of tin (1) would
induce a violation is voided by moving instead @éa consitutent, ZP, which is then followed
by movement of XP out of ZP, as in (2). (The fipakition of XP is the same in (1) and (2).)

Q) XP ti [zp...T ...]
2 XP[zp...t..] §

Section two of the paper will discuss smugglingréhation to the freezing ban, which will

include giving a more detailed background regardnth smuggling and the freezing ban. It
will be argued that there is in fact no such thasya general freezing ban—movement out of
moved elements is generally possible. The casesewheppears not to be possible involve

" For helpful comments and suggestions, | am grhtefuAdriana Belletti, Chris Collins, and the
participants of my 2017 University of Connecticetrsnar.
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independent issues regarding labeling. Labelinglissussed in Chomsky (2013), will play a
prominent role in the discussion. In this respea, will see that there is a strong relationship
between movement and labeling; for one thing, wiabelements cannot undergo movement, a
state of affairs which will be deduced below.

In section three, | will discuss in more detatase of smuggling where what smuggling
voids is not a violation of relativized minimalitigut a violation of a different requirement. The
case in guestion involves theughconstruction, and the account of that construcpiomposed
in Hicks (2009). The account will be compared te thull Op account ofoughconstructions,
and consequences of the smuggling account for aeaspects ofoughconstructions, and the
structure of infinitives more generally, will albe discussed.

2. Smuggling and the Freezing Ban

2.1. On the Scope of the Freezing Ban

Smuggling is a descriptive term used in Collins0&&b) for an interaction of movement
operations where in a situation where movement Bfwould be unable to cross YP due to an
intervention effect (i.e. a relativized-minimaliiM) violation; note that | will use the two terms
interchangeably), a larger constituent ZP domiigg{P undergoes movement across YP, which
is then followed by movement of XP out of ZP. Ifieef, then, movement of ZP smuggles XP
across YP with respect to RM: XP is moved acrosswtRout itself crossing YP, which voids a
potential intervention effect. This situation isosm abstractly in (3). As a result of the
smuggling movement of ZP, we end up with the camfigjon in (4) (using deleted copies
instead of traces), where no RM violation arisékaaigh YP c-commands—XP, the underlying
assumption here being that RM applies derivatignailbt representationally: there is no RM
violation because movement of XP itself did notssryP.

B)XP[zp...t..J YP
(4) XP ....YP ... XP

Collins (2005a,b) applies this kind of movementerattion to void potential RM effects in
passive angeemexperiencer raising constructions, the relevantem being the ability of the
object that undergoes movement to SpeclP to crlossekternal argumeibly-phrase in the
passive construction and the ability of the elemgrdergoing raising to cross the experiencer in
the seemrexperiencer construction. The constructions dustriated below, with the potential
intervenor given in bold.

(5) John was arrestdxry Mary.
(6) John seem® Maryto know French.

Collins derives these constructions as shown bélbesdetails of the derivation in (8), which is
rather complex, are not important: what is impdriarthat movement of VP, which dominates
John smuggleslohnacross the experiencer).

(7) [p Johnwas [oicep [Parteti arrestedil; [voice' Y [ve Mary [ v g]1]1]
(8) [ir John[ve [ve ti seemsd; [v V [appip to Mary [xe [[ie ti to § know French] [x X ]]]1]1]

Focusing on (7), Collins argues that (7) is deriadfollows: PartP moves to SpecVoiceP,
crossingMary, after whichJohnmoves out of the moved PartP. (Collins assumeslttanfirst
moves to SpecPartP). Cruciallghnitself never moves acroséary, which voids the potential
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RM effect. The effect is voided in a similar way (®), where, due to the movement of VP,
movement oflohnnever crosseslary.

A serious issue for these smuggling derivationged by Collins himself, is raised by the
traditional ban on movement out of moved elemenén¢eforth the freezing ban), evidence for
which has been given in numerous works, e.g. Rb867( 1974), Postal (1972), Huybregts
(1976), Culicover and Wexler (1977), Wexler and iGer (1980), Freidin (1992), Diesing
(1992), Collins (1994), Ormazabal, Uriagereka, bindbe-Echevarria (1994), Takahashi (1994),
Mualler (1998, 2010), Lasnik (1999), Stepanov (20Rizzi (2006), Boeckx (2008), Gallego
(2009), Lohndal (2011), Uriagereka (2012), Boskd@018) (see Corver 2017 for a review of
the relevant literature and arguments).

(9) Movement is not possible out of moved elements

The smuggling derivations in (7) and (8) both imeimovement out of a moved element, in
violation of the traditional freezing ban in (9n fact, the issue arises quite generally with
smuggling, as can be seen in the abstract smuggdkmiyation in (3), which also involves
movement out of a moved element. The problem ige@é@rious, given the battery of arguments
given in the relevant literature for the freeziranb

In fact, the ban has been argued to hold forialli% of movement. Thus, the traditional
Subject Condition, which bans movement out of sttbjen SpeclP (10), is one case of (9): given
the VP Internal Subject Hypothesis extraction dua gubject in SpeclP involves extraction out
of a moved element.

(10) ?*I wonder gpwha [pefriends of {]j [vetj hired Mary]].
Movement is also disallowed from A-moved objectwud, given that objects that precede
particles undergo A-movement (see Johnson 199nikd999, 2001, Gallego and Uriagereka
2007, among others), the contrast in (11) alsstilaies (9).

(11) a. ?*Whedid you call [friends ofi}i up t?
b. Whodid you call up friends of2

Movement is also disallowed frosemarked objects in Spanish, which Torrego (199&w&h
undergo object shifta(is a differential-object marker).

(12) ?*[De quién] has visitadep a muchos amigogit[ve ... t]?
of whom haves2 visited many friends
‘Who have you visited many friends of?’ (Gallego and Uriagereka 2006)

The freezing effect is not confined to extractian of elements in A-positions (as in the cases
discussed above). Extraction out of elements ldcate SpecCP and out of topics is also
disallowed (see Cinque 1990, Corver 2017, Grewdnt@89, Lasnik and Saito 1992, Muller
1998, 2010, and Takahashi 1994, among many others).

Note that we are dealing here with argument extmactwhich means subjacency-strength violations.
Takahashi (1994) shows that, as expected, extractian adjunct out of a phrase moved to SpecGizlea
to a stronger, ECP-strength violation (it is uncleaw to capture this argument/adjunct differencénie
current framework, though see Chomsky and Lasné3).9
Torrego (1985) (see also Chomsky 1986) claims éxataction out of SpecCP is possible in
Spanish based on cases like (i). However, Gall@goq) shows that (i) involves a prothetic objebg t
3



(13) a. *Whose bookslo you think that [reviews ofltJohn never read®t
b. ??/*Whose bopkKo you wonderdp [how many reviews ofl{ John readf?
(Corver 2017)

The impossibility of preposition stranding in movgakitions is another illustration of (9).
(14) *Which tabledid you think that [oni}; John put the book*

The freezing ban also holds for traditional rightsdvenovement (see e.g. Ross 1967, Wexler and
Culicover 1980, Johnson 1986, Lasnik and Saito 1 3illustrated by (15).

(15) a. ?*Whatdid you give jtto John [a movie aboui;?
b. ?*What did you see yesterday [a movie aboul;?

While there have been occasional claims that thezecounterexamples to (9), see e.g. Abels
(2007), Gallego and Uriagereka (2006), and Neeleamaihde Koot (2010), the arguments for (9)
offered in the literature are simply too numeroaiglismiss the freezing ban as a whole, which
raises a potentially rather serious issue for srgon general.

BoSkovt (2018), however, observes a new class of exceptiorthe freezing ban, and
based on these exceptions argues that the traaliticeezing ban is fundamentally misguided,
i.e. that there is nothing wrong in principle withovement out of moved elements. More
precisely, BoSkowvi (2018) provides a number of counterexamples towBjch all have
something in common: the element that is allowedntve out of a moved element is either
base-generated at the edge of the moved eleménbloiigatorily moves there. In other words,
BoSkovi (2018) shows that the traditional freezing bandkobnly for successive-cyclic
movement out of moved elements: elements that ase-generated at the edge of the moved
element, or which move there independently of ss&ige-cyclic movement, can extract.

To illustrate this with some of the examples giwerBoskove (2018), the former case is
illustrated by Serbo-Croatian (SC) possessors. 8€sgssors have been argued to be base-
generated at the edge of the traditional NP (TN&el on the fact that they can undergo
extraction and bind out of their TNP, as shown 1§)(which involves a Condition B violation,
and (17) (see Boskavi2012, 2014, Despi2011, 2013, among others; the binding facts were
noted in the latter. Notice that these possessuisrgo agreement ib-features and casé).

(16) [Kusturicin najnoviji film] @q |je zaista raztrao.

extracted element being the matrix verb objectinathe structure in (ii), which means that it ist no
extracted from the embedded clause. When the giothigiect possibility is blocked by a reconstraoati
effect, as in (iii), such examples become unactdpt@xamples like (i) are quite generally unacablet
with verbs that do not allow a prothetic object).
() Este es la autor del que no sabemos qué libros leer.
this is the author by whom not (we) knowwhat books read

(ii) Este es la autor [del quelo sabemos[ip[qué libros] leer {]
(iii) *[ cp[De qué hijo suyh C sabesdr [qué novelas]tC ha leido todo pagdre

of what son his knowe2 what novels haves@read every father

‘which son of his do you know which novels by lexery father read?’
2The categorial status of the projection wherephssessor is located is not important here. TN&® is
neutral term which stands for whatever the higlpesgection in the nominal domain is here (the works
cited argue that the TNP in this case is actualy SIC, a language without articles, lacking DP).
4



Kusturica’s3\OM.MASC.SG latest MOoVIelOM.MASC.SG him s really disappointed
‘Kusturica's latest movie really disapged him.’ (Desyi 2011, 2013)
(17) Jovanovu je on vidioj[sliku].
John’s\CC.FEM.SG is he seen  pictureC.FEM.SG
‘He saw John’s picture.’

Importantly, these possessors can be extractedbfoutoved elements. In (18a), possessor-
extraction takes place out of a fronted object, and18b) out of a subject of a passive
construction which precedes the verb. In (18c) pbesessor is extracted out of an active subject
which precedes a sentential adverb, indicating mm&ve to SpeclP prior to possessor extraction.
All these cases then involve movement out of a malement. (For ease of exposition, | only
indicate case agreement below.)

(18) a. Jovanovu je on [rnpeti sliku]; vidio t
John'scc is he picturecc seen
'He saw John's picture.’
b. Jovanova je fnrti slika] ukradena.t
John’siom is picturelom stolen
‘John’s picture was stolen.’
c. Jovangv je fneti prijatelj]j  vjerovatno jt otpustio Mariju.
John'som is friendiom probably fired  Mariecc
‘John’s friend probably fired Maria.’

Dutchr-pronouns provide a case where an element thajatblily undergoes movement to the
edge of a moved element is able to extract ouh@fmoved elemenR-pronouns in Dutch are
exceptional regarding word order within PP: theystqurecede the preposition although Dutch
adpositions are otherwise always prepositional.

(19) a. daar op/von b. *op daar/*von daar
there on/of
(20) a. op/von deze tafel b. *deze tafel op/von

on/of this table

This is standardlyanalyzed as involving movement of thgronoun to SpecPP (or a higher
position in the extended projection of the preposjt Notice that the movement is obligatory,
hence the unacceptability of (19b), and that thmonoun can stay in SpecPP when the PP
undergoes movement, as in (21). All this indicdbeg movement of-pronouns to SpecPP is an
obligatory movement that is independent of sucwessyclicity.

(21) a. prDaar op]heb ik boeken tgelegd.
there on have |l books ut p
b. Ik heb boekerddaar op] gelegd.

R-pronouns can also move out of the PP, strandieadPtiCruciallythey can move out of moved
PPs, as shown by (22).

(22) a.waarhad jij dan [tmee{]j gedachtdat je de vig 20u  moeten snijden?
where had you then with thiotuidpat you the fish  would must  cut
‘What did you think you should cut thehf with?’
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b. cf. ?ik had met een scheermes gedkathtje de vis zou moeten snijden.
| hadwith a razor thoughtthat you the fish would must cut
(Barbiers 2002)

The acceptability of (22a) is rather dramatic amdtark contrast with English (14): in contrast to
English, P-stranding in a moved position is possiblDutch when the P-stranding movement is
r-pronoun movement. The crucial difference heréhat before extraction out of the PP, the
pronoun undergoes obligatory movement to SpecPRhwig independent of successive-
cyclicity.

BoSkovt (2018) gives a number of other cases where moveowtof a moved element is
possible, all of which show the same pattern a¥ &h8 (22a): the element which is allowed to
exceptionally move out of a moved element is eithese-generated at the edge of the moved
element or it obligatorily moves there. Furthermdhes is not the case in any of the ill-formed
examples of movement out of a moved element discuagbove: none of these examples involve
base-generation or obligatory movement (which @ependent of successive-cyclicity) to the
edge of the moved element. In fact, under Boskew2014) approach to phases, where the
extended projection of every lexical category iphase, in all the unacceptable examples the
moved element is a phase, which means that thesepdes do involve movement via the edge
of the moved element but these are instances & guecessive-cyclic movement (the moved
element cannot stay in the position in questiomcdd by the Phase-Impenetrability Condition
(PIC), which requires movement out of a phase twged via the edge of the phase. This is
shown in (23) for (10), where the wh-phrase mowethé edge of the fronted DP as a result of
successive-cyclic movement. DP being a phase, fbddPces movement out of the DP in (23)
to proceed via SpecDP. This is in contrast to (Mere the extracted element is base-generated
at the phasal edge, and (22a), where it obliggtanbves there (i.e. it moves there independently
of successive-cyclic movement).

(23) ?*I wonder gpwho [ppti friends of {; [vetj hired Mary]].

Based on such cases, BoSko{@018) restricts the freezing ban to successiwliecynovement:
the freezing ban holds only for successive-cyclavement out of moved elements.

This has an interesting consequence. In a sefieoiks | have argued that successive-
cyclic movement does not involve feature checkiBgskovic 1997a, 2002a, 2007, 2008). This
is in fact also the cornerstone of the approacksuccessive-cyclic movement in Chomsky’s
(2013) labeling system, where, in the spirit of ldsl (2002), labeling is not forced as part of
Merge hence unlabeled objects are allowed duriegd#rivation. Chomsky proposes a labeling
algorithm where when a head and a phrase mergéet projects (providing the label for the
resulting object). When two phrases merge, thezetao ways to implement labeling: through
feature-sharing or traces, where traces are eafigngnored for the purpose of labeling. (24)
illustrates the former case: wheinich bookmerges with interrogative CP (the relevant element
is a CP at that point of the derivation), both wilephrase and the CP have the Q-feature; what
determines the label of the resulting object isttlee Q-feature. (This is reminiscent of Spec-
Head agreement.)

(24) | wonder gpwhich book [c: C [John bought].

As for the case of merger of two phrases which du@sinvolve feature-sharing, Chomsky
(2013) assumes that successive-cyclic movement dogsinvolve feature-sharing (which
follows Boskovt 1997a, 2002a, 2007, 2008). There is then no featinaring betweethat and
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the wh-phrase which passes through its edge in.(25aa result, the embedded clause cannot be
labeled wherwhat moves to its edge (as indicated by ? in (25b))ekvia is merged into the
structure,what undergoes movement. The element merged wi#trCP being a trace, it is
ignored for labeling, hence ? is labeled as CH aftevement ofvhat Importantly, the account

is extended to all successive-cyclic movement: ethisr no feature-sharing in intermediate
positions (i.e. with true successive-cyclic movethewhich creates a labeling problem that in
turn forces movement.

(25) a. Whatdo you think gpt’i [c' that [he bought]f]?
b. v {pthink [> what [cpthat [he bought]i]

Now, recall that the freezing ban holds only foc@ssive-cyclic movement out of a moved

element. As discussed above, successive-cyclic menedoes not involve agreement/labeling.
A phrase that is targetted by successive-cyclic en@nt then has a non-agreeing Specifier,
which in the labeling framework means that it isalreled. Capitalizing on this, Boskoy2018)

in fact argues that there is nothing wrong with eroent out of moved elements, as shown by
examples like (18) and (22a), replacing the fregan with the generalization in (26), which

can be restated as in (27) in the labeling framk&ygee the discussion below).

(26) Phases with non-agreeing Specifiers cannd&ngo movement.
(27) Unlabeled elements cannot undergo movement.

Under this approach, which rather radically depadm the traditional freezing ban approach,
there is nothing wrong in principle with movement of moved elements—even in unacceptable
cases of movement out of a moved element the prolblgh moving YP from moved XP does
not arise when YP moves out of moved XP ((26)-(@@)not in fact ban such movement).
Rather, the problem arises with the movement of X@#P-#self cannot move here. In other
words, moving XP does not freeze the internal singcof XP for movement—-movement of YP
to the edge of XP prevents movement of XP.

To see this (i.e. to see how (26)-(27) work), cdes(28), involving movement of YP from
moved XP.

(28) YR [xp...t..J...4

To derive (28), given the cycle YP must first mdoethe edge of XP (if XP is a phase, see the
discussion below). If this movement is successi@ic movement, it will result in creation of a
non-agreeing Specifier (cf. (26)), which will inrtudelabel XP (cf. (27)). In other words, it will
create a configuration that is disallowed by (ZB§)( (BoSkové 2018 actually provides a
deduction of (26)-(27) from an independent pringjpihich will be discussed below; for the
time being | simply refer to the generalizationg26)-(27), putting their deduction aside). This
is then the reason why the freezing effect is idstt to successive-cyclic movement out of a
moved element: movement out of a moved elementisXR,principle allowed (as shown by (18)
and (22a)), but successive-cyclic movement to tlge @f XP freezes XP itself for the possibility
of movement (given (26)-(27)); any later movemeut of XP is then trivially disallowed. In
other words, the traditional freezing ban was midgad: there is no problem with movement
"from" (movement of YP from XP in (28)), but withawement "of" (movement of XP in (28)).
Strong independent evidence for this approachasiged by the fact that it extends to an
otherwise rather puzzling case which does not wrevehovement out of a moved element at all
but is nevertheless covered by the generalizatio(26)-(27). The case in question concerns the
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immobility of V-2 clauses in German. As noted in Méthuth (1992), Reis (1997), Wurmbrand
(2014), Holmberg (2015), V-2 clauses in German oammdergo movement. This is illustrated
in (29), where a V-2 clause moves to SpeclP in)2®a to SpecCP in (29b). These examples
are unacceptable, in contrast to (29c), where H2eclause stays in situ.

(29) a. *weil Ep den Peter mag niemand] allgambekannt ist.
since trecc Peter likes nobodyom commonly known s
‘since nobody likes Peter is commonlpkm’
b. *[Er sei unheimlich beliebt], moéchte jeder gern glauben.

he isuBJ immensely popular would.like everyoneeli believe
‘Everyone would like to believe he isnmansely popular.’
c. Sie sagte den Peter magmand.
she said taec Peter likes nobodyom
‘She said nobody likes Peter.’ (Wurmbrand401

V-2 clauses are notorious for their promiscuity whiecomes to what fills their Spec position,
anything can in fact fill it. This has led to prgads that such clauses do not involve agreement at
all; more precisely, they involve EPP without Agrése Haegeman 1996, Jouitteau 2008,
Roberts 2004, and Roberts and Roussou 2002, BaSkopress d, among others). In other
words, what we have here is a clause with a noeeagg Spec (just like with clauses that “host”
successive-cyclic movement). Furthermore, sinctufeasharing involves agreement, the most
natural interpretation of this is that V-2 clauslesnot involve feature-sharing, which then means
that they are not labeled (see also Blimel 2F1The immobility of V-2 clauses then
immediately falls out from (26)-(27): it is just@her case of movement of a phase with a non-
agreeing Spec, i.e. of an unlabeled object.

The generalizations in (26)-(27) thus enable ugnify the traditional freezing ban and the
immobility of V-2 clauses in German, while also ttapg all the exceptions to the traditional
freezing ban discussed above. Regarding these wxaensee Boskowi 2018 for additional
cases), we have seen above that the freezing bes miat hold for elements that are base-
generated at the edge of the moving element XBleonents that obligatorily move to the edge
of XP. In these cases XP does not have a non-agr&pec; in other words, the element at the
edge of XP does not delabel XP, so that there igiglation of (26)-(27) (recall that movement
out of moved XP itself is never an issue, the isswehether XP can move in the first place).

2.2. Back to Smuggling
Consider what this approach to the freezing barichviliminates the freezing ban itself and
replaces it with the generalizations in (26)-(2@éntails for smuggling. The smuggling
configuration in (3) will now be allowed if XP isabe-generated at the edge of ZP, as in the case
of the possessor in SC (18), or if it moves todlge of XP independently of successive-cyclic
movement, as in the case of the Dutgitonoun in (22a).

Consider then from this perspective the smuggtiegvation of the passive in (7), where
John moves out of moved PartRohnis obviously not base-generated at the edge dPPar
Collins assumes thalohn moves to SpecPartP. If this is obligatory movemeant simply a

This implies that some unlabeled objects canistilinterpreted at the interface. This can in factaken
to be what is special about V-2 clauses (but se&k@ac in press c for an alternative account which also
unifies the immobility of V-2 clauses and the frisggban but where V-2 clauses are labeled).
4Recall that Collins (2005a) also proposes a smngghccount of theseem-experiencer raising
construction in English. The derivation of the domstion in question that he proposes can be rexlifi
so that the above discussion of (30) appliesas ivell.
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reflex of successive-cyclicity (i.e. if PartP regps a Spec) the derivation will conform to the
reformulated freezing ban (more precisely, the aeginent of the freezing ban) in (26)-(27)
since PartP would not have a non-agreeing Speatlier words, movement dbhnto the edge
of PartP would not delabel it).

There is actually another way for (7) to conformihw{26)-(27), which is ifJohndoes not
move to SpecPartP at all (Collins actually doesreatly argue for this movement). Suppose
then that this movement does not in fact take p{hoeturn to this issue below). (5) would then
have the structure in (30) rather than (7).

(30) Johnwas [icep [Partrarrestedi}; [voice' BY [ve Mary [v v t]]]1]-

Although it involves movement out of a moved elemére smuggling derivation in (30) is
actually not blocked by (26)-(27) (PartP does namteha Spec in the first place, which makes
(26)-(27) irrelevant).

This is then another way for smuggling, and mogeegally movement out of a moved
element, to be allowed. Putting it all togetherthven have (31).

(31) Movement of YP out of moved XP is allowed iff:
a. YP is base-generated at the edge of XP.
b. YP must move to the edge of XP indepetigeh successive-cyclic movement.
c. YP does not move to the edge of XP.

Any smuggling operation, or movement out of a moe&ment more generally, which obeys
(31) will then be allowed (more appropriately, ology(31) ensures that there is no violation of
(26)-(27); other issues can, of course, arise).

Now, as noted above, Boské\R018) does not leave (26)-(27) at the level pfiaciple
but provides a deduction of these generalizatiaisch turns them into theorems. While the
deduction of the generalizations given in BoSkdwi018) still allows movement out of a moved
element under conditions in (31a) and (31b) it atyudisallows it under condition (31c). In
particular, BoSkow (2018) argues that the inability of phases witm-agreeing Specs, or
unlabeled elements, to undergo movement follows f@homsky’s (2000, 2001) claim that only
phases can move, given that unlabeled elementsoanghases, as argued in BoSkof@016b).
This is the reason why the freezing ban holds émguccessive-cyclic movement.

Chomsky (2000, 2001) establishes a number ofrizitinat differentiate phases from
non-phases. One of them is that only phases caergmanovement, as stated in (32) (see also
Rackowski and Richards 2005, Cheng 2012, MatuslyaB8R5, Harwood 2013, Legate 2014,
Boskovi 2015, among others).

(32) Only phases can undergo movement.

Consider from this perspective in a little bit matetail the abstract configuration in (28),
repeated in (33a), which involves movement of YR @umoved XP. Before any movement
shown in (33a) takes place, (33a) has the structui@3b), where XP dominates YP.

33)a YR[xp ..t ] . 1
b.kp... YP..]

If only phases can move, XP must be a phase twleet@ move in (33a). As a result, given the
PIC, any movement out of XP will have to proceedcessive-cyclically via the edge of XP.
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This means that for YP to be able to move out ofiXB83b), YP will first have to move to the
edge of XP. Moreover, given the cycle, movemenYBfto the edge of XP has to precede the
movement of XP.

Consider then the situation where movement of Ehe edge of XP is an instance of
successive-cyclic movement. As discussed abové, sutcessive-cyclic movement, the merger
of YP and XP results in an unlabeled element. Fosrnasky (2000, 2001), phases are CPs, vPs,
and DPS. But the object created by the merger of YP andisKRone of these; it actually does
not have a label at all, hence it does not courat pisase (as discussed in BoSka®2016b, 2018,
phases require label-determination, hence unlababgetts cannot be phases). Given (32), the
element formed by the merger of XP and YP is noiadd to move.

This then deduces (26)-(27), restricting the fregzban effect to successive-cyclic
movement. The reason why the effect arises witlsesgive-cyclic movement is that successive-
cyclic movement does not result in labeling (duéhmlack of feature-sharing), “delabeling” the
element whose edge it targets (X¥FSince labels are a prerequisite for phases, it #iso
devoids XP of phasehood, freezing it for movem&mnce the cycle forces movement to the
edge of XP to occur before movement of XP, this @sakP immobile, which deduces the
generalizations in (26)-(27) (i.e. the empiricaleets of (9), where they hold). As discussed
above, the standard cases that are given to dhes(B) all involve successive-cyclic movement
of YP via the Spec of XP (where XP later movedfitsAs a result, they also involve movement
of YP (i.e. the Spec itself) out of XP since ittle very nature of successive-cyclic movement
that a phrase that is undergoing successive-cyaigement cannot stay in an intermediate Spec
for independent reasons. This is the reason whyith@lve movement out of a moved element
(the reason is thus essentially accidental, dubdmature of successive-cyclic movement). This
has, however, led to the ‘illusion’ that this latenovement is responsible for the
ungrammaticality of the relevant constructions, kiragthe real reason for their ill-formedness.

Recall also that the generalizations in (26)-(2@yer a case which does not involve
movement out of a moved element, namely the imniphdf V-2 clauses in German. As
discussed above, the non-pickiness of V-2 clausgarding what fills their Spec position has led
to proposals that such clauses do not involve aggee at all, i.e. they involve EPP without
Agree, as in e.g. Roberts (2004). Since featurerghavolves agreement, this means that they
are not labeled. What is important here is thatearatcounts like Roberts (2004), movement to
SpecCP of V-2 clauses is treated like successiekecynovement in Chomsky (2013) in that
neither involves an agreement relation. In Bos&s\j2018) account of the freezing ban, phrases
with non-agreeing Specs cannot undergo movememie sh non-agreeing Spec delabels the
relevant phrase, rendering it immobile. It is thynmte natural from this perspective that, just like
phases that “host” successive-cyclic movement,dla@ises cannot undergo movement.

The analysis presented in BoSkov{2018), summarized above, thus deduces the
generalizations in (26)-(27), which unify the triaahal freezing ban and the immobility of V-2
clauses in Germanic (a unification which capitaizen V-2 movement to SpecCP being
formally the same as successive-cyclic movemerienrelevant respect), in a way which also
captures a number of exceptions to the traditinealzing ban.

Regarding those exceptions, consider e.g. (18aje,Hhe possessor undergoes feature-
sharing with its sister, which results in labelimgfore the direct object undergoes movement.
The direct object in (18a) is then labeled at tbenfpwhen it undergoes movement (which is
followed by possessor extraction). The example ¢hedsame holds for (18b-c)) then does not

5l am ignoring other proposals regarding what coastsa phase; (32) actually most naturally fits with
Boskovic's (2014) phase system.
%More precisely, the movement does not delabel ¥élfitlt creates a new structural layer on top BEX
it is this new structural layer that lacks a lathéginore this new structural layer for ease of@sipon).
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involve movement of an unlabeled element. Regardhmg timing of labeling here, it is
consistent both with the position taken in e.g.K&e® (2015) and Rizzi (2016) that labeling can
take place as soon as possible and Chomsky’s (38ds3dion that labeling takes place at the
phasal level, after the phase is completed, givext the projection where the possessor is
located, which is the highest projection in the nahdomain, is a phase (see BosSkd2014).

Putting aside the V-2 case, as discussed abogecabes of movement out of a moved
element which are blocked by (26)-(27) involve sssive-cyclic movement through the edge of
the moved element, where successive-cyclic moveroanses a problem by delabeling the
element it targets due to the lack of agreements Thin fact the reason why the effect in
guestion is generally confined to phases: given Ri@, only phases must be targeted by
successive-cyclic movement.

Now, while the generalizations in (26)-(27) allowovement out of a moved element under
all the conditions in (31) (since none of them iwes successive-cyclic movement), the
deduction of (26)-(27) in BoSka¥i(2018) allows it under conditions (31a) and (3bib} not
(31c). The reason for this is that the deductideseon Chomsky’s proposal that only phases can
undergo movement. As a result, since XP in (31)Jdege move, XP then must be a phase.
Consequently, movement out of XP must proceed hMeaddge of XP, given the PIC, which
blocks the scenario in (31c): YP cannot move odX@fwithout moving to the edge of XP.

Returning to the derivation of the passive in (3D9llins (2005b) suggests that VoiceP,
not PartP, is the phase here. As discussed abdwat,areates a problem for the generalizations
in (26)-(27) is successive-cyclic movement, whicblaBlels its target due to the lack of
agreement. This problem, however, inevitably ar@dyg with phases, since only phases must be
targeted by successive-cyclic movement (due td’t9. The problem in question does not arise
with Collins’s derivation involving movement out aioved PartP since PartP is not a phase.
Since (26)-(27) do not in fact ban movement oud ofoved element, the derivation in question
is then not blocked by (26)-(27). The derivatioowever, does raise an issue for (32): if only
phases can undergo movement, the derivation intiques ruled out independently. (PartP
cannot move since it is not a phase.)

The upshot of the discussion here is that thevdeon in (30) conforms to the
reformulation of the traditional freezing ban if6}Z27) but it does not conform to the deduction
of (26)-(27) proposed in BoSkav(2018) the reason being that the deduction reie32). The
derivation in (30) is in fact exactly the case 81¢), which, as discussed above, is allowed by
(26)-(27), but not by BoSkot¢s (2018) deduction of (26)-(27). Recall, howevigrat Collins
actually adopts the structure in (7), whdodhinmoves through SpecPartP. The only way to have
Collins’s smuggling derivation of passives confomth Boskovt’'s (2018) deduction of (26)-
(27) (i.e. the freezing ban) would in fact be todndohnmove to SpecPartP, with two additional
changes: PartP needs to be a phase here (othéraassd not move), and movementdghnto
SpecPart has to be independent of successive4itydiic Chomsky’'s 2000 terms, Part should
have an EPP property itself, it should not be gitlenEPP property only in cases where this is
necessary to make successive-cyclic movement pessibte that this would actually also be
required under (26)-(27); (26)-(27) do allow thesea (31c) but if XP in (31) has a Spec it has
to be an agreeing Spec, not just a Spec creatadreftex of successive-cyclicity). This would

"There is actually a small opening here. Uriageseke099) original multiple spell-out proposal alled
not only the Spec of phase XP, but also its cometeno be accessible from the outside: only what is
dominated by the complement is not accessible filoenoutside under Uriagereka (1999). BoSkovi
(2015) argues for a return to this conception ef FMC, a result of which is that movement of a phas
complement need not proceed via the phasal edggerihis conception of the PIC the scenario in (31c
would still be allowed if YP is the complement of X
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then turn (7) into a case of (31b), which is alldw®t only by the generalizations in (26)-(27)
but also under Bosko¥/s (2018) deduction of these generalizations.

In this respect, the word order in (34) is worthtimg. Lasnik (1995) in fact suggests that
the movement of the indefinite in (34a) is drivgnadm EPP feature, which could be taken to be
the EPP feature discussed above (though severdrina issues arise heré).

(34) a. There was a bogbut t on the table.
b. cf. *There was put a book on the table.

The gist of the above discussion is that if (32dbpderivations where a non-phase moves, like
the one given in (30) (under Collins’s assumptiwat tPartP is not a phase), will be blocked. The
generalizations in (26)-(27) are, however, indepemndf the issue of whether (32) holds—there
is nothing in these generalization that dependsrdy phases being able to undergo movement.
They take effect with successive-cyclic movemermiaoge successive-cyclic movement delabels
the element it targets due to the lack of agreeth&heir effect ends up being confined to phases
as a by-product of the PIC since only phases meigatgeted by successive-cyclic movement
under the PIC. However, if non-phases can in ppiecmove, their movement would not be
subject to the traditional freezing ban under é®mmulation in (26)-(27), since the PIC would
not force movement to proceed through their edgs (tould be the case of (31c)).

What all this means is that to allow the derivaiioi30) itself (as it is), a new deduction
of (26)-(27) is needed that would not rely on (32, (26)-(27) need to be deduced without
banning movement of non-phases, the underlying nagson here being that it would be
undesirable to keep (26)-(27) at the level of apple.

BosSkovi (2018) briefly notes in passing that (27) may leelutible independently of
(32) on the view on which movement is driven byuamnterpretable/unvalued feature of the
moving element, as in BoSk@v{2007, 2011a), because an unlabeled element cuilthave
such a feature under the assumption that labeingecessary for projecting any features, a
suggestion that | would like to elaborate on Hére.

Note first that BoSkovis (2007, 2011la) proposal that movement is driven am
uninterpretable/unvalued feature (uK) of the movalgment fits the labeling framework quite
naturally. The natural expectation in the labelingmework is that all (or at least most)
movement is labeling driven: it takes place to kesdabeling problems. This is in fact exactly
what happens when a merger of two phrases that matemvolve feature-sharing occurs: the
merger creates a labeling problem, with movemeéngaplace to resolve it. What happens here
is that the problem, more precisely, the reasomforvement, is present in the pre-movement
structure (which I will refer to it as the base iosa of movement for ease of exposition). In
other words, the base position of movement drilesrmhovement in the sense that something
would go wrong in the base position of movemenndvement does not take place—there is
nothing in the higher structure that motivatesThis is in fact exactly the central characteristic

81n some languages, like French, participle agregrigetriggered, which could be taken to indicate a
Spec-Head agreement relation (independent of ssigeesyclic movement, which does not involve
agreement/feature-sharing, as discussed above)tR Bee in fact Collins 2005b).
%As for V-2 movement to SpecCP in German, which,dassussed above, is formally the same as
successive-cyclic movement in the relevant respeath cases are not in principle confined to phases
unless we assume that only phases can have thprBpérty (see here Chomsky 2008).
1%Boskovit (2018) also notes that the same may hold on e where movement is motivated by the
EPP feature, as in Chomsky (2000, 2001), if werasstinat the satisfaction of the EPP feature istted
e.g. categorial features in that the moving elememild need to have a categorial feature to satrefy
EPP feature (the underlying assumption again bigiglabeling is necessary for projecting any fesg)
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of Boskovt’s (2007) approach to movement, which is implemeérnteough the presence of a
uK feature on the moving element, which forces moaet (without the movement, a crash
would occur; in other words, both the labeling agmh of Chomsky 2013 and BosSké&wv007
involve base- rather than target-driven movemerit)then seems natural to adopt BoSktsvi
uK assumption here: X moves only if X has a ukK.

To spell out the suggestion noted above regarbow to deduce (27) independently of
(32) (under the assumption, discussed above, thmb¥es only if X has a uK), consider a case
where X and Y merge, and the resulting object dsée undergo movement, which means that
it has to have a uK. For the movement to be passéither X or Y must have a uK feature and
pass this feature to ? by labeling it. In otherdgoiif X has the uK feature, then X must project
and label ?. What this boils down to is that lafglis necessary for ? to have a uK and be able to
move, which means that unlabeled elements cannetnoskow’s (2007) assumption that
movement is driven by a uK feature of the movirgnent (this is in fact the cornerstone of that
system, which dispenses with the EPP and in faca@et-driven movemetf) thus enables us

As noted in BoSkovi (2016b) and Messick (in press), even the tradili@PP effect provides evidence
for this approach. By now there is quite a bit widence from a number of languages that local stibje
wh-movement from SpeclP to SpecCP is banned. Censid. the West Ulster English (WUE) data in (i-
iM).
(i) Whoywas arrested all in Duke Street?
(ii) *They; were arrested ali kast night. (McCloskey 2000)
Although, in contrast to standard English, WUE wHloQ-float under wh-movement, like standard
English it disallows (ii). (i) shows a subject 8peclIP cannot float a quantifier in the postvepaaition
in passivesWhoin (i) then cannot move to SpeclP before movingpecCP sinceall would then be
floated under movement to SpeclP, which (ii) shisvdisallowed. McCloskey (2000) in fact concludes
based on these data thaho moves directly to SpecCP, without moving to Spedihich can be
interpreted as an argument against the traditiasslimption that the EPP is a requirement on tigettar
head, I. On the other hand, this is easily captumetdoth Chomsky’s (2013) and Boské&é (2007)
system (as Messick in press notes for the formerpoth Chomsky (2013) and Bo3kéwi2007) the
traditional EPP effect has nothing to do with le tbubject moves because a problem would ariseein th
base position of the subject if it does not undemgavement. The movement is thus not driven by a
property of I, in fact it is not required by |. Ret, it is something about the base position ofsiligject
that forces its movement. Since neither systemiresjthe subject to move to SpeclP, in both Bo&kovi
(2007) and Chomsky (2013) the relevant inadequacy e satisfied if the wh-phrase in (i) moves to
SpecCP (Boskowi2008 actually argues for this derivation of (iXwim the former system).

The similarity between the two systems goes beyinedEPP effect. Consider e.g. successive
cyclic movement. The crucial property of BoSkiwiaccount of successive-cyclic movement is thexteth
is no feature-checking/agreement in the intermedasitions of successive-cyclic movement andftirat
each step of successive-cyclic movement, it is slaimge about the base position of movement thatedriv
it (recall that the base position here refers wttil of any movement step): something would gongr
in the base position of the movement if it doestake place (i.e., there is nothing in the higharcture
that motivates it in this sense). To take a coecretse, under Boska@s (2007) analysis there is no
feature-checking/agreement between the wh-phras¢h@ncomplementizehatin (25). Moreover, if the
wh-phrase does not move away from the embeddedCHpex problem will arise in exactly this part of
the structure. While this is very different fromgeChomsky (1995), these are precisely the crucial
ingredients of Chomsky's (2013) approach to sudsesyclic wh-movement.
12See also Bosko#i(2011c) for a number of cases where movementiie giearly not target driven.
One such case is QR, which is standardly assumed/¢dve IP adjunction (as one case). QR must be
driven by the moving element since there is nothabgut its target head | (or IP) that would require
adjunction of a quantifier. Under the QR analysisutfifiers are assumed to be uninterpretable iy sit
which can be tied to the presence of a uK featurelhwmakes them uninterpretable in situ, requiring
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to deduce (27) independently of (32), which means way that does not require only phases to
be able to undergo movement (see also fn 10). &@halysis then allows the smuggling
derivation in (30) and more generally the caseiic) while still deducing (27), which then need
not have the status of a principle.

Before closing this section, it is worth notingo#tmer case where the projection of features
under labeling plays a crucial role. BoSkoyin press a) argues that unlabeled elements dre no
only unable to undergo movement, they also dounattfon as interveners.

(35) Unlabeled elements do not count as interveners

If unlabeled elements cannot undergo movementnbtssurprising that they do not function as
interveners, since they are not candidates for mevé themselves

(35) is actually rather natural theoretically evedependently of this consideration. The
notion of intervention is relative in that it deglsnon the nature of the intervener. In Rizzi’s
(1990) original proposal, this involved the A/A’stinction; current work generally appeals to
featural properties of the interveners (see e.gziRI004, Starke 2001). Labeling again plays a
crucial role, in fact in a similar way it plays @e in the (im)mobility of (un)labeled elements.

Consider the situation where X and Y merge, amdrdsulting object ? functions as an
intervener. To obtain an intervention effect, aeitheor Y must have the relevant feature that is
involved in the intervention effect and pass tlgatéire to ? by labeling it (so that the resulting
object can function as an intervener). So, if X tlesrelevant feature, then X must project and
label ?. The upshot of this is that labeling isessary for ? to function as an intervener, which
means that unlabeled elements cannot functiontess/eners. In other words, since intervention
is feature-sensitive, the intervener must haveréhevant feature. This is trivially not possible
with unlabeled elements since due to the lack ofegtion in general the relevant feature is not
projected either. The point here is that unlabeledhents cannot undergo movement and do not
function as interveners for essentially the sarasae.

It is worth noting here that BoSkavi(2016b) argues that movement cannot target
unlabeled elements either (see also Yoo 2818)e are then left with a unified picture where

movement. To put it simply, QR makes sense onbnifinadequacy of the quantifier, i.e. the moving
element, rather than the target (the | head) diives
13Not being able to undergo movement, the only way tbould work as interveners is if the notion of
defective intervention, where X can block movemanY although X itself cannot undergo the relevant
movement operation (see Chomsky 1995), is adopthtth a number of authors have argued against
(see e.g. Ura 1999, VukR003, Bruening 2014).
1This is e.g. what is behind Richards’s (2001) tagkin effect, illustrated by the Bulgarian multipléa-
fronting examples in (i). Here, the nhominative whrgse moves first to SpecCP, given Superiorityh wit
the second wh-phrase moving to the SpecCP thawvisrithan the SpecCP created by movemekbpf
() a.Koj kogg te udaril® b. cf. *Kogo koj e udaril?

who whom has hit

‘Who hit whom?’
Chomsky (2013) assumes that all labeling takesepddhe phasal level, after the phase is completed
BoSkovi (2016b), on the other hand, argues that the ladpelf the head-phrase merger case takes place
immediately, for several reasons. One is subcaitegjn, the underlying assumption being that
satisfying subcategorization, which is a syntacéiquirement (hence needs to be satisfied during the
syntactic computation when the relevant objectéaied), requires that the element with the remerd
to take a complement project (otherwise, there dbel no head-complement relation here). Furthermore
if all labeling were to take place at the phasal lexelould actually never reach the phasal levehin
first place. As discussed above, reaching the phesal presupposes labeling (since phases aréeldbe
objects like CP, DP...), which means that some labgetieeds to be done before the phasal level is
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movement and labeling interact rather stronglyabaled elements cannot undergo movement,
unlabeled elements do not function as intervenangl movement cannot target unlabeled
elements.

Above, | have discussed consequences of the itmditfreezing ban for the smuggling
derivation of passives proposed in Collins (200Bad smuggling more generally. In the next
section | will address another construction whesenaiggling-style analysis has been proposed,
namely theoughconstruction. What is interesting regarding thalgsis in question, which will
be modified in light of the above discussion of fteezing ban, is that smuggling is not done to
avoid an RM violation, but a violation of a differteconstraint. Consequences of that account for
several aspects of th®ughconstruction will also be discussed, and the actowill be
compared to the null Operator (Op) accourtbofghconstructions?

3. Toughmovement

3.1. Complex Op or simple Op?

Thetough-<onstruction, illustrated by (36), has receivedadydeal of attention in the literature,
both in the Government and Binding framework anthiwiMinimalism.

(36) These sonatas(k) are tough to play __ (k).

There are a number of approache®tahconstructions. Two of them are given beltiw:

reached, a problem which is resolved if the restithe head-phrase merger is labeled immediately (s
Boskovic 2016b for additional arguments).

Bearing this in mind, consider (i) before the setavh-phrase moves. Given that the result of a
head-phrase merger is labeled immediately buteheltr of a phrase-phrase merger is labeled ondy aft
the phase is completed, the merger of C-Q (i.e.-€phvith IP results in labeling, the relevant olbjec
being labeled as CP, but the merger of this CP thedwh-phrase&oj does not result in immediate
labeling (it will be labeled only after the phasecompleted, which means after the second wh-phrase
moves). This is shown in (ii). As a resultkibgowere to merge on top &oj in (ii), the movement in
guestion would target an unlabeled element. Howehé is not the case Kogo merges undekoj (the
movement then targets CP). The tucking in effeehtfollows from the requirement that movement targe
only labeled elements (Boskévi2016b actually deduces this requirement, in otherds, the
requirement is a theorem).

(i) [-kojlce C-Q [p ...koga..]]]
5Note that the goal of the following section is notprovide a comprehensive discussion/account of
toughconstructions (as a result, the discussion wilh algt give exhaustive references on various aspects
of toughconstructions). Rather, given the nature of tlihime, the goal is simply to elaborate on the
smuggling analysis ofough-construction, modify it in light of the discussi@bove, and show how
certain aspects dbughconstructions can be handled under that analydisyevthese aspects are more
difficult to handle under the traditional null Omalysis oftough-constructions (other approaches to
tough-constructions will not be discussed—the discusuiitithus be rather limited in scope).
8Another approach that is often adopted but which mot be addressed here (examples (44)-(45),
discussed below, can be accounted for under thpsoaph in essentially the same way as under the
complex Op approachjs the improper movement analygisee e.g. Postal 1971, Brody 1993), where
these sonatam (36) is base-generated in the position of ()l anoves to the matrix subject position,
undergoing traditional “improper” movement throutife embedded clause SpecCP. The account thus
implies that the Improper Movement ban (i.e. the ba A-A’-A movement) should be dispensed with. (I
will not discuss this approach given that one o tieasons for the smuggling analysistofgh
constructions is the preservation of the ban irstjoe.)

15



-The null Op-movement analy¢{Shomsky 1977), where there is no movement ouh@tdugh
complement. A null Op moves to SpecCP of the itifial complement ofoughand stays there.

(37) These sonatas are toughQp [to play {]].

-The complex Op+smuggling analysis (Hicks 2009).exeha null Op is merged witthese
sonatasin (36). The complex operator Ogrese sonatasoves to the SpecCP of theugh
complement. Thenthese sonatasnoves out of the complex operator (I will refer ttus
movement asoughhmovementsee also below for the internal structure of theglex operator)

(38) These sonataare toughdr[Op+t]i [to play {]].

The second approach in a sense combines the nudppmach and the improper movement
approach noted in fn 16, since it involves bothrafme movement to the infinitival SpecCP and
movement othese sonata® the matrix SpeclP, where the first movemenemisally smuggles
these sonatawith respect to the traditional Improper Movemdygn (which can then be
maintained). In other words, complex Op movemewmblives smuggling, but not with respect to
intervention effects/RM, as in Collins’s originases, but with respect to a different mechanism,
namely the Improper Movement ban. The logic belsimdiggling is still the same as in Collins’s
cases. The configuration in (39) results in a viotadue to the presence of t'. The violation is
voided by the smuggling movement of ZP in (40), ekhavoids creation ofit’by avoiding the
offending movement step (fronta t';).

(39) XR ti[zr... 1 ..]
(40) XR [z ... § ...] §

There is actually another smuggling component hEme.subject ofoughconstructions is Case-
licensed in the higher clause, not in the embeddi@dse, as indicated by the fact that it must
bear nominative case, accusative being disallowed.

(41) They/*Them are tough to play.

The complex Op can be taken to smuggle the subjettte toughconstruction with respect to
Case-licensing, enabling it to avoid getting Casenrsed in the embedded clause (notice that the
pronoun is not the object play in (41), the complex operator DP (see below fersiructure),
which dominates the pronoun, is). To be accessibke DP-external Case-licensor the pronoun
needs to extract out of the big DP, which happenyg after the big DP moves to SpecCP. The
complex Op thus smuggles ttmughsubject both with respect to the Improper Movenizam
and Case-licensing.

This is the point where we need to become moreiggeegarding the actual structure of
the complex operator. Hicks (2009) assumes thetstmiin (42), wherdohnis the complement
of Op, which heads the NP complement of D. Anoffassibility is (43), wherdohnis located
in SpecDP (Op still heads the NP complement of@&yen that DP is a phase, in Hicks's (42)
Johnwill move to SpecDP prior to movement out of DReTcomplex DP will then eventually
have a trace as its edge in both (42) and (43);whill be required under the analysis of certain
toughconstructions proposed below.

(42) [op [ne [ Op John]]]
(43) [op John b D [ne [n Op]N]
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However, under the account of the ban on movemaéndfomoved elements in Boskéyi2018),
where, as discussed above, this ban holds onlgdocessive-cyclic movement, (43) has to be
the input totoughmovement, which involves movement out of a movésment under the
complex Op analysis. (42) would be viable only dvament to SpecDP in (42) would otherwise
be obligatory (which means it would involve featstering), not simply a reflex of successive-
cyclicity, since, as discussed above, under Bogkoy2018) account, the ban on movement out
of moved elements holds only for successive-cytimement. Notice also that under Hicks’s
analysis, what is traditionally assumed to be oReabtually consists of two DPs. Hicks assumes
that both DPs have their own phi-features, whiah actually identical. It is possible that this
sharing of phi-features is established under tiathl Spec-Head agreement, after movement of
Johnto SpecDP, which would also suffice to establisieature-sharing relation necessary for
labeling (see in this respect Bosk&si2018 discussion of the agreement requiremei@-doat,
which holds in a number of languages). The poirthefdiscussion here is thahneither must

be generated in the Spec of the big DP or movehéo Spec of this DP independently of
successive-cyclic movemetit.

Returning to the two analyses tolughconstructions summarized above, under both
approaches there is movement to the Spec abtghcomplement—the approaches differ with
respect to what exactly moves there and what hapgier that movement. | will simply refer to
the movement(s) discussed abovéoaghformation movement, using this as a neutral tehma (
term toughrmovement will be reserved for movement to Spedlfhe toughclause when it is
necessary to differentiate this movement from othevements involved itbughformation).

The goal of this section is to flesh out the sntimgganalysis of théoughconstruction,
also exploring some of its consequences, and teiggaan argument that favors this approach
over the null Op-movement approach.

| will start the discussion with the contrast beém (44) and (45) (cf. Chomsky 1981).

(44) *Which sonatasare these violingough to playiton {?
(45) ?Which violinsare these sonatasugh to play;ton t?

Consider how (44) can be handled under the comPf@and the null Op analysis, starting with
the former. (44) involves two movements to the Sg&cof the infinitive. Following standard
accounts of Bulgarian multiple wh-fronting, whiatwvolves the same configuration (see Rudin
1988, Richards 2001, Boskév2002b and the discussion in fn 14), | assume Sanigrforces
the wh-moving element to move first, with tbeughformation movement tucking in, as in
Richards (2001), in the lower SpecCP (sincGsymmetrically c-commandgrt (44)). We then
get (46) (recall thathese violings the Spec of the complex Op at this point ofdeavation).

(46) [cr[which sonatas] [these violins+Op] C....]]

Consider how the movements into the matrix clauseged here. Boskav(2016a) argues that
in a configuration where a phase has multiple edgdsch is the case with (46), only the
outmost edge is accessible from the outside (sEeRdckowski and Richards 2005, Wurmbrand
2013, and Yoo 2018). As an illustration of the oosinedge effect, BoSkav{2016a) argues that

There is actually another possibility. Suppds@nis base-generated at the big DP edge but nosas it
Spec, but adjunctlohncould then be inserted into the structure afteritiy DP moves to SpecCP, given
the possibility of acyclic insertion of adjunctsetheaux 1988). Under this analysis, there would doe n
smuggling in Collins’s sense here sintehnwould start higher than the position which woubdjuire
smuggling.
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(47) involves a configuration where the TNP phass Mmultiple edgespnu and staru (see
BosSkovi 2016a for evidence that these elements are loeatbth the same projection in SC,
where demonstratives are actually adjectival). €heements can extract on their own.
However, when both are present, only the higheegdgu can extract (cf. (47b) vs (47c)).
BosSkovi (2016a) argues that the paradigm should be arlyzéerms of the PIC, where in
multiple-phase-edge configurations only the higlezkie is accessible from the outside. It will
also be relevant below that, in contrast to (4748) is acceptable. Regarding this contrast,
BoSkovi (2016a) argues that traces do not count as edgekd PIC, which means that traces
void PIC effects. The PIC effect that is at worK4c) is then voided in (48).

(47) a. On prodaje [onu starucka.
he is.selling thatold house
b. Onuprodaje [tstaru kiéul].
c. *Staruprodaje [onujtkucu].
d. Staruprodaje [tkuéul].
(48) Onustaru prodaje [t kucul].
that old is.selling house (Serbo-Croatian)

Returning to (46), the configuration that BoSko(2016a) was concerned with, where a phase
has multiple edges, is in fact what we have in (4fiyen that [which sonatas] and [these
violins+Op] are multiple Specs of the same headn@ig C). As noted above, only the outmost
edge is accessible from the outside in this configon, with traces voiding the locality effect in
guestion: if the element in the higher edge undesgnovement, turning the edge into a trace,
the locality effect is voided (see (47)-(48)). Wiadit this means is that onlyhich sonatads
accessible for movement into the higher clauset@) However, oncavhich sonatasnoves,
the lower Spec is also accessible for movemenallréat under the complex Op analysisese
violins undergoes movement in (46)). The outmost edgetdaties enforces a particular order of
movements in (44)/(46). However, the problem ist ttés order of movements violates the
cycle. The landing site dhese violinsSpeclP, is lower than the landing site of wh-moegat,
which is SpecCP. Ivhich sonatasnoves first (to SpecCP), followed by movementtluése
violins (to SpeclP), we then get a cycle violation. (44)hien ruled out under the complex Op
approach: if wh-movement takes place first a pnobleith respect to the cycle arises, and if
toughmovement takes place first, a problem regardiegotitmost edge effect arisés.

In short, given superioritywhich sonatasnust move first to the infinitival SpecCP in
(44), with complex Opthese violingucking in in the lower SpecCP. Due to the outnemje
effect, these violinghen cannot move into the matrix clause (it caerafhich sonatasnoves,
but this ordering of movements violates the cycle).

Consider now (45), which contrasts with (44). Ndirst that the issue just noted
regarding (44) does not arise in (45). [These sm¥ddp] is the higher infinitival SpecCP in (45),
since wh-movement tucks in in (45) given supenpo(the base position of th®ughmoving
element is higher than that of the wh-moving elethen

18] assume here that the first phase in the mataisse is CP. Nothing would, however, change if st f
phase in the matrix clause is AP, as would be #se ander Bosko#/s (2014) approach to phases. The
problem about to be discussed would just be mowedpbase up.
19t should be noted that the analysis of (44) giabave relies on Chomsky’s (2000) approach to ti Pl
not Chomsky’s (2001) approach. In the former th€ Effect kicks in immediately, while in the lattier
kicks in only after the higher phase head, whic@,ignters the structure. As a result, in thedaktet not
in the former approach, T should be able to ateactlement from a lower phase in violation of Fh€.
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(49) [cr[these sonatas+Op] which violins C....]]

No problem then arises with movementtioése sonatat SpeclP. How about wh-movement,
given that the wh-phrase is located in the lowexc&#?? What is relevant here is an intervention
voiding effect noted in Bosko&iin press a).

It is well-known that intervention effects areaisided with traces. The relevant situation
regarding intervention effects, given in (50), Ikgtrated by (51). A-movement across an
experiencer is disallowed in Italian, which is stardly analyzed as an intervention effect: (51)
involves A-movement across an A-Spec. Cruciallye thtervention effect is voided if the
intervener is turned into a trace, as shown by.(52)

(50) Traces do not count as interveners (Chomsk,1Boskowt 2011b, among others)
(51) *Gianni sembra a Mariai[essere stanco].

Gianni seems to Maria to.be ill
(52) A Marig, Giannj sembrajt[ti essere stanco].

Importantly, Boskow (in press a) argues that intervention effectsvarded not only when the
intervener itself is a trace, but also when itseetdga trace. One case of this sort is provided by
coordinated Japanese numeral constructions lika)(58here, as discussed in e.g. Watanabe
(2006) and Boskovi (in press a), the NP moves to the edge of thekbtad TNP, which | will
refer to as ClassP, within each conjunct (for edsexposition | ignore this movement in (53b-
d)). As discussed below (see (68)), extractionossible out of the first conjunct (cf. (53b)) but
not out of the second conjunct (cf. (53c)) of camated ClassPs in Japanese. However,
extraction out of the second conjunct becomes pleséi it also takes place out of the first
conjunct, as in (53d) (non-clitic conjuncti@osite can optionally occur between the fronted
elements in (53d)).

(53) a. John-ga v [pryaoya-kara ] [mikan-o 3-ko f]-to [banana-p 5-hon { katta.
Johmom vegetable store-from orangec 3-cL and bananaec 5cL  bought
‘John bought [3 oranges and 5 bananasj &t vegetable store’

b. John-ga mikan-o yaoya-kara i Bko]-to [banana-o 5-hon] Kkatta.
Johmiom orangeAccvegetable store-from  @&--and bananacc 5cL  bought
c. *John-ga banan@-o yaoya-kara [mikan-o03-ko]-to  [{ 5-hon] katta.
Johmiom bananaacc vegetable store-from orangec 3cL.-and  5cL  bought
d. John-ga mikan-o (sosite) banang-oyaoya-kara (sorezore) i 3{ko]-to
Johrvom orangeacc and  bananaec vegetablestore-from respectively cB-and
[t 5-hon] katta.
5-cl  bought
(H. Tada, p.c.)

| will discuss extraction out of coordinated stuwrets in more detail in section 3.2, where | also
show why extraction is possible out of the firshjemct, as in (53b), but not out of the second
conjunct, as in (53c). The gist of the discussi®rthiat (53c) involves an intervention effect:
being higher than the second conjunct, the firstjuoact blocks extraction out of the second
conjunct (note that extraction out of a conjundnigrinciple possible here, as shown by (53b),
which will be discussed below). What is importaeténis that the intervention effect we see at
work in (53c) is voided in (53d). Crucially, theténvener is not a trace in (53d), as it is in (52);
only its edge is a trace (recall thatkan-omoves to SpecClassP). BoSkoYin press a) gives
additional examples of this kind, which all showatttraces at the edge of an intervener void the
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intervention effect. In other words, traces as vasllelements that have a trace at their edge do
not function as interveners.

What is relevant for our purposes here regardiig)/(49) is that just like traces,
elements that have a trace at their edge do nait @suinterveners. Given that traces in general
void both the PIC effect and the intervention dffes discussed above regarding (48) and (51)
respectively, the trace-at-the-edge voiding efédtuld then also hold for the PIC. | suggest that
this is what is going on in (45)/(49): The highgre$ in (49) has a trace at its edge atfteise
sonatasundergoesoughmovement (see (54)), hence it is irrelevant fag flurpose of the
outmost edge effect. As discussed abdkiese sonatass either generated in the Spec of the
complex DP, or it moves there. Either way, the clex@P in question has a trace at its edge,
which voids the locality problem that this DP coulduce for wh-movement of the lower Spec.

(54) [rthese sonatas.[cp[ti+Op] which violins C....]]

The complex Op analysis thus accounts for the ashbetween (44) and (45).

Turning now to the null Op account and startinghwi4), which needs to be ruled out,
the problem discussed above with respect to thepOp analysis of this example does not
arise under the null Op analysis. The structurthefembedded clause CP field of (44) under the
null Op analysis at the point when the embeddedsGfdmpleted is given in (55). (Recall that
which sonatasmoves to SpecCP before Op, which then tucksvimch sonataseing higher
than Op in the base positions of these elements.)

(55) [cp [which sonatas] Op C ....]]

The outmost edge/cycle problem discussed above miuegrise here for the simple reason that
there is naoughrmovement into the matrix clause (Op stays wheis)it(44) then appears to
raise a problem for the null Op analysis, favorthg complex Op analysis. More precisely,
accounting for (44) requires adopting additionaluasptions under the null Op analysis, which is
not the case under the complex Op analysis.

Consider then what kind of assumptions we woulddn® make to account for (44)
under the null Op analysis. The null Op analysisuages that there is a predication relation
between the null Op and the subject of the higharse. One possibility is that this predication
relation requires the Op to be the (outmost) edghextoughcomplement, which is not the case
in (44)/(55). As discussed above, the outmost edfget is treated as a PIC effect in BoSkovi
(2016a): this would then mean that Op in thegh complement needs to be PIC-accessible to
the matrix subject (see also Rezac 2004 for a thjighfferent Agree account). Implementing
this is, however, tricky. We would need to assuinat the locality relation in question is
checked derivationally, before the wh-phrase inhiglner Spec moves out of the embedded CP
(cf. (55)), given that traces void the outmost edfect (i.e. they don’t count as edges for the
purpose of the PIC). After wh-movementwvatfich sonatasthe null Op will be PIC-accessible to
the matrix subject in (44)/(55), so the problenguestion would not arise.

There is a potential alternativéoughformation movement to the embedded SpecCP
must involve feature-sharing, in fact under bothalgses of toughconstructions under
consideration, since this is the final landing sitehe movement (Op/complex Op movement)
under both analyses. Wh-movement to the embeddedCEpis different in this respect—we are
dealing here with successive-cyclic movement, whith discussed above, does not involve
feature-sharing. The embedded CP (i.e.tthegh complement) then has both a feature-sharing
and a non-feature-sharing Spec. The suggestidrersthat in the case of “mixed” Specs of the
same phrase, where one Spec is feature-sharinthamdher is not, the non-feature-sharing Spec
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must be lower than the feature-sharing Spec. Tédtref this would be that theughformation
Spec, i.e. the Spec occupied by null Op, would haviee higher than the wh-movement Spec.
This, however, cannot be accomplished in (44) duwuperiority/tucking in. As discussed above,
superiority forces wh-movement to take place finsg44), with null Op-movement then tucking
in in the lower Spec (cf. (55)). The assumptionardgg the relative height of mixed Specs of
the same phrase would then enable us to accounf4fyrunder the null Op analysis (the
assumption is not inconsistent with the complex &alysis; however, it is not needed to
account for (44) under that analysis). A questlmentarises if there is independent evidence for
the assumption in question. Without it, we woulddnan assumption that is made specifically to
resolve a problem that arises under the null Ojyaisaoftough-€onstructions.

At any rate, it seems clear that it is easier dooant for (44) under the complex Op
analysis than under the null Op analysis.

(45) is even more problematic since null Op isialty located in the higher SpecCP in
the embedded clause here, given Superiority (S0eas higher thanvhich violinsin the base
position).

(56) ?Which violinsare these sonajasugh tr Op ti [to play { on t]]?

To account for the grammaticality of (45), i.e. fwh-movement to be able to take place in
(45)/(56), the outmost edge effect needs to be Bomeroided (since Op is in the higher Spec).
We have seen above that the effect can be voidedruhe complex Op analysis, given that not
just traces, but also traces at the edge of thevaat phrase, void locality effects (which is
independently motivated, as discussed above). Hmalysis crucially appeals ttough-
movement into the matrix clause, which however dusstake place in (45)/(56) under the null
Op analysis. It appears that the only way to actéem(56) in light of the above discussion
would be to assume that not only traces, but rathents in general void locality effects. The
possibility was actually considered in BoSko{2011b) and argued against, given that there are
cases where null operators do induce this kinecility effects. One such case is given in (57),
which displays a wh-island effect. It is standardgsumed that the wh-island effect, which is an
RM effect, in (57) is induced by the presence otih Op in the embedded question CP.

(57) ??Whatdo you wonderdp Op if John likesit

| then conclude that the paradigm in (44)-(45) favine complex Op analysis, which involves
smuggling, over the null Op analysistotigh-constructions.

3.2. Coordinatetbughconstructions

In this section | will address an issue regardixigaetion out of coordinateughconstructions
that arises under the complex Op analysis ta@fighconstructions. The issue concerns
constructions like (58), where only the first camjuis atoughconstruction. In other words, (58)
involves coordination of soughinfinitive (cf. (59)) and a noeughinfinitive (cf. (60)).

(58) *John is tough [to please t] and [to keep mtheppy].
(59) John is tough to please.
(60) a. *John is tough to keep others happy.

b. John tried to keep others happy.

The ungrammaticality of examples like (58) can miterpreted as arguing for approaches where
there is movement out of the complementtamigh (58) can then be treated in terms of the
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Coordinate Structure Constraint (CSC), which baxtsaetion out of conjuncts (the constraint
goes back all the way to Ross 1967; note that bélaxw ignore the second part of the CSC,
which bans extraction of conjuncts, since it is redéevant for our purposes). Under the complex
Op analysis, (58) involves a violation of the CSGe complex Op moves to the edge of the first
conjunct, which is followed by movement&dhnout of the conjunct, in violation of the CSC.

(61) *Johnis tough [[t+Op] to pleasej} and [to keep others happy].

The situation is far from straightforward under tingl Op analysis since under that analysis
there is no extraction out of the coordination %8)( null Op moves to the edge of the first
conjunct and stays there.

(62) *John is tough [Qpo pleaseifand [to keep others happy].

Additional assumptions then need to be adoptect¢oumt for (58) under that analysis. Recall
that additional assumptions were already neededrdery constructions like (44). The
assumption regarding the ordering of multiple Spissussed above regarding (44) would not
help here, since there is no multiple-Spec conéiton in (58). The alternative assumption
explored above regarding (44) was that the predicaklation between the null Op and the
matrix subject requires that the null Op be PlCeasible to the matrix subject. The assumption
might be relevant to (58) though the issue is famf clear. First, it is not completely clear
whether the CSC involves a PIC/phase effect. Trgationjuncts as phases, as argued in
Boskovi (in press a) and discussed below, would not suffiere since null Op moves to
SpecCP, which is the edge of the first conjunct. & IC-accessibility account it would be
necessary to treat ConjP as a phase too, whichh& ®da (2017) and Boskav(in press b)
actually argue for. Still, it is not clear that evehat assumption would work, the issue being
whether the edge of the edge of phase XP (nullsCq the edge of the edge of ConjP, as shown
in (63)) is accessible from outside of XP.

(63) *John is toughdonjp[cPOp to pleaseiland [to keep others happy]].

Under Chomsky’s (2000, 2001) approach to phasesitR#Caccessible, under Hiraiwa’s (2005)
and Boskow's (2015) approach it is not accessible (note thatdiscussion of the complex Op
analysis has tacitly assumed the former approaute shetoughsubject otherwise would not be
able to move out of the complex Op). At any rategggpears that, as in the case of (44), it is
easier to account for (58) under the complex Op tiraler the null Op analysis, since the former
(but not the latter) involves movement out of tieenplement otough which means movement
out of the first conjunct of (58), allowing us teat (58) in terms of a CSC violation.

However, it turns out that the appearances magelgeiving here: the status of (58) with
respect to the CSC is more complicated than whataffpearances indicate. What is relevant
here is BosSkowis (in press a) observation regarding a class akepttons to the CSC. In
particular, BoSkow (in press a) shows that elements that are baserafed at the edge of a
conjunct or move there obligatorily prior to extian out of the conjunct, can extract out of
conjuncts. A number of relevant cases are giveovhel

(64) shows that SC possessors, which we haveademie are base-generated at the edge
of their TNP, hence at the edge of the conjun¢6#), can extract out of a conjunct.

(64) Markovog je on i[prijatelja] i [lvanovu
Marko’saCC.MASC.SG iS he friendcc.MASC.SG and lvan'sACC.FEM.SG
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sestru] vidio.
SiSterACC.FEM.SG seen
‘He saw Marko’s friend and lvan'’s sister.’

Galician (65), which involves article-incorporati@ire. D-to-V movement, see Uriagereka 1988,
1996, Boskow 2011b, 2013), shows that the head of a conjunbictwis also located at the
conjunct edge (the conceptedgehere corresponds to the PIC/phasal edge, wherggbe and
the head of a phase are located at the edge))sTanradergo movement out of the conjunct.

(65) Vistede-lp [pp[p'tj [N @migo de Xan]]] e-mais [a Diego] onte.
(you)saw-the friend of Xan and Diego yedsr
‘You saw the friend of Juan and Diego yesterday.’

Turning now to cases involving movement to the edfja conjunct, recall thatpronouns in
Dutch obligatorily move to the edge of PP. Impotiigrihey can move out of a PP conjunct.

(66) Ik heb daaboeken [[topt] en [op deze tafel]] gelegd.
| have there books on andtois table put

Another case involves Japanese numeral constrgdilan(67).

(67) a. John-wa [hon-0 san satsu] katta.
Johrrop bookacc3 cL  bought
‘John bought three books.’
b. Hon-o John-wa san-satsu katta.

Recall that, as discussed abadven-omoves to the edge of the bracketed TNP (Class{®)/ia).
Hon-o can also move outside of ClassP, as in (67b). ftapty, the floating movement is also
possible out of coordinations, as in (68).

(68) Ringo-¢ Taro-wa |t san ko] to [banana-o ni hon] tabeta.
appleacc TaroTop 3 cL and bananacc 2 cL ate
‘Taro ate 3 apples and two bananas.’

BosSkovi (in press a) provides a number of additional ca$ehis kind, all of which show that
elements that are base-generated at the edgeanijanct or obligatorily move to the edge of a
conjunct prior to extraction out of the conjunchdze extracted out of the conjunct.

This is in fact the same exception as the onednoteBoskové (2018), and discussed
above, with respect to the freezing ban. Recatl ¢lements that are base-generated at the edge
of a moved element or which move there indepengaritlsuccessive-cyclic movement can
move out of moved elements. In fact, based on sades Boskovi (2018) argues that the
traditional freezing ban should be restricted tocessive-cyclic movement out of the moved
element. Based on cases like (64)-(68) (and a nuoftedditional cases), BoSk@wjin press a)
argues that the same restriction to successiveecymvement holds in the case of the CSC. In
fact, the standard illustrations of the CSC baneottraction out of conjuncts all involve
successive-cyclic movement out of the conjunctsTéie.g. the case with (69), where under the
standard assumption that movement out of DP mustepd via SpecDRyho must undergo
successive-cyclic movement through the edge ofdmgunct.
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(69) *Wha did you see [tenemies ofif and John?

Boskovk (in press a) argues that conjuncts are quite gépgrhases (see also Oda 2017), which
follows from the contextual approach to phaseseutdor in Boskowt (2014)?° This means that
movement out of a conjunct must proceed via thguoah edge. What the above facts then show
is that if an element can get to the edge of auwmmtjindependently of successive-cyclic
movement, it can extract out of the conjunct; dannot, the extraction is banned.

Returning to the unacceptability of (58) (recdiatt only the first conjunct is sugh
construction), theaoughhrmovement extraction out of the first conjunct untiee complex Op
analysis appears to fit the window for acceptablieaetion out of a conjunct we have seen at
work above. Under the complex Op analysis, therebiggatory movement to the edge of the
conjunct in (58) which is independent of successidicity (see (61)). There is still a
difference from the cases discussed above: whitagrexamples given in (64)-(68) the element
located at the edge of the conjunct extracts, ithisot the case in (58), where the edge of the
edge undergoes extraction (see (61)). As notedegalumder the complex Op analysis we need to
assume that the edge of the edge of phase XPeéssibte from the outside. This is necessary to
derive even the bastoughcases, where thteughsubject is located at the edge of the complex
operator DP in SpecCP, after complex operator DBergoes movement to the infinitival
SpecCP (as incp[pp John p...). (58) is actually different in that respectQbnjP is a phase, as
argued in BoSkovi (in press b) and Oda (2017), what we are dealiitiy ere is the edge of the
edge of the edge: As shown in (70) (which is thecstire prior tdoughhmovement to the matrix
SpeclP)Johnin (58) is located in SpecDP, which is the edg¢hef DP phase. The DP phase
itself is located at the edge of the CP phase, wtsdn turn located at the edge of the ConjP
phase. If in this configuratiodohnis not accessible outside of the highest phasejRCdhe
ungrammaticality of (58) could still be accounted?

(70) [coni{cApp JOhn b[c[cony ...

However, the issue here is that (58) becomes aalgleptunder across-the-board movement
(ATB), as in (71).The same triple edge configumaii® present in the first conjunct of (71) under
the complex Op analysis. The acceptability of (ifiticates that the triple edge configuration

cannot be the reason for the unacceptability of, (&®&erwise (71) would also be ruled out (see
fn 23 for an account of ATB in BoSka (in press a) approach to CSC effects where iBAT

cases extraction takes place only out of the fitjunct). More generally, the fact that (58)

improves under ATB indicates that (58) should irttlee ruled out by the CSC.

(71) These violinsare tough [to play]tand [to keepitbalanced].

What is relevant at this point is that BoSko\in press a) deduces the traditional ban on
extraction out of conjuncts, the ATB exception e tCSC, illustrated by (72) below, where
movement takes place out of each conjunct, as aglthe restriction of the CSC effect to
successive-cyclic movement discussed above, frarCibordination of Likes Condition (CL),

which requires conjuncts to be parallel in theitegarial status (CL goes back to Chomsky

29n Boskovi (2014), the highest projection in the extended a@onof a lexical head (or the clause)
functions as a phase. Merger of (a projection b€ €onj head with a conjunct closes the extended
domain of the conjunct in BoSka@{2014), making the highest projection of the caojua phase.
24t should be noted that any attempt to mde@nto the edge of one of the phases in question pior
extraction out of ConjP would violate antilocalitthe ban on movement that is too short, under the
approach to antilocality in BoSkav({2016b).
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1957; see also Schachter 1977, Williams 1978, $ad 985, Bowers 1993, Beavers and Sag
2004, Chaves 2006, among many oth&3dhe gist of the account is the following: Conjunct
are phases (as discussed above). As a result, neovefrom a conjunct must proceed
successive-cyclically via the edge of the conjuirtthe labeling framework, successive-cyclic
movement through the conjunct edge delabels thpigot changing its category. As a result, if
movement takes place only out of one conjunctoéation of the CL requirement obtains. Thus,
as a result of successive-movement to the congage, the first conjunct in (69) is unlabeled,
while the second conjunct is labeled (it is a DB¥ulting in a CL violation (importantly, CL is
checked at the point when ConjP is formed so thatriot affected by any later movement out of
ConjP). The CL violation is remedied if movemenrkds place out of each conjunct, as with
ATB in (72), where both conjuncts are delabelede (@lso fn 23).

(72) Wha did you see [tfriends of {] and [t enemies ofi}?

The analysis restricts the CSC effect to successgiebc movement (which has a delabeling
effect), which means that elements which are basemted at the conjunct edge, or which
move to the conjunct edge independently of suceessiclic movement, are extractable, which
is indeed the case as we have seen abfove.

22Sag et al (1985) also appeal to CL in the accofitteoCSC (see also Takahashi 1994). However, their
analysis cannot capture the exceptional CSC-vigatbnstructions discussed above.

2t should be noted that all the CSC-violating esti@s in (64)-(68) are possible only from the tfirs
conjunct, as illustrated in (i) with possessor &ation in SC (cf. (64)).

(i) *lvanovu je on [Markovog prijatelja] [
Ivan’sACC.MASC.SGis he Marko's\CC.MASC.SG friend ACC.MASC.SG and
[t sestru] vidio.

SisterACC.FEM.SG seen
There should be no CSC violation in (i): if the C&€re to ban poss-extraction from conjuncts in SC i
would also rule out (64). Given the well-known fdbat the first conjunct is higher than the second
conjunct, BoSkow (in press a) argues that (i) involves an interieeneffect, where the first conjunct,
which is higher than the second, blocks movememinfthe second conjunct. As for why the effect
doesn't arise in ATB examples like (72), where pipaars that movement from the second conjunct
crosses the first, BoSkavi(in press a) observes that the intervention issuesolved under Nunes’s
(2004) sideward movement analysis of ATB. Undes Hnalysiswhoin (72) is merged in it8-position
in the second conjunct, moving to the edge of tbejunct. (Islandhood effects show that there is
movement to the edge of this conjunct. BoSkaviaccount of the CSC actually explains why this
movement, which delabels the second conjunct, talee® since without it, a CL violation would ocqur
It is then re-merged in i&position in the first conjunct, moving to its ed@dovement to the edge of the
conjuncts delabels the conjuncts, so that thene igolation of CL.Whothen undergoes movement from
the first conjunct edge. (The copywho at the second conjunct edge does not count aga lence is
not ignored for labeling at the point when ConjRammed since there is no higher copyvdio that c-
commands it at this point, the relevant chain beiogned only after movement out of ConjP).
Importantly, there is no movement from the secoodjunct that crosses the first conjunct with ATB,
which resolves the intervention issue. It shoulolhwéver, be noted that the intervention effect can b
voided in (72) even independently of Nunes’s analgé ATB given that elements that have a trace at
their edge do not function as interveners sincefiteieconjunct does have a trace at its edge. Wewe
this is not the case itmughexamples like (ii), where under the complex Op aotdhe edge of the first
conjunct is actually not a trace (the edge is thmpmex operator [these sonatas+Op], which itsedfsdo
not undergo further movement). On the other handnea¥’s analysis applies equally to (ii) (both
conjuncts are actually labeled in (ii) since comp{@p movement to SpecCP is not successive-cyclic
movement).
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Returning to (58), under the complex Op accouatrttovement that takes place to the
edge of the first conjunct is not successive-cyolievement (see the structure in (61)), which
means that the movement does not delabel the atnjancontrast to the movement to the edge
of the conjunct in (69). In other words, (58) paitte with the acceptable (64)-(68), not the
unacceptable (69), in the relevant respect, whigama that its unacceptability does raise an
issue for the complex Op account.

Notice, however, that under the complex Op angJybe infinitival complement abugh
must be a CP. Now, a number of authors have arthwdcontrol infinitives like (73) are not
CPs. Thus, Bosko¥i(1997a) argues that control infinitives that dd have anything present in
SpecCP (like the indirect question control infwdiin (74) does) are actually IPs (in other
words, there is no vacuous CP field in controlnitives; CP is present only when there is
something in SpecCP, as in (74)).

(73) John triedi$ PRO to leave].
(74) John askedtp what PRO to buy].

Boskovi’s main argument is that control infinitives ocaar all contexts where declarative
clauses without overt complementizkat are disallowed in English, as illustrated belowkihg
the unacceptable examples in (75) to be ruled oattd the licensing conditions on null C (all
these examples become acceptable if the null @pkwced by the overt complementizbat),
BosSkovi (1997a) concludes that the control infinitives(it®) are not headed by a null C, i.e.
they are IP$*

(75) a. John believesd C [r he is crazy]].

. *lcp C [ip He would buy a car]] was believed at that time.

c. *John believed at that time[C [ir he was crazy]].

d. *What the doctors believe t[C [r they will visit the hospital]].
e

f.

O

. *They suspected and we believed] [p Peter would visit the hospital]].
*Mary believed Peter finished school @itl [ cp C [ Peter got a job]].
(76) a.[p PRO to buy a car] was desirable at that time.
b. | tried at that time-[PRO to fail her].
c. What the doctors tried wasPRO to visit the hospital].
d. They demanded and we trigdPRO to visit the hospital].
e. Mary tried to finish school and PeieiP[RO to get a job].

Under this analysis, (58) involves coordinationao€CP infinitive (thetoughinfinitive, which,

like the infinitive in (74), has an operator in Bpec) and an IP infinitive (the regular control
infinitive), hence can still be ruled out by GtFurthermore, Schachter (1977) argues that there
is both a syntactic and a semantic component tcCtheequirement: conjoined elements also
must be of the same semantic type (thus, declarand non-declarative (e.g. question) CPs
cannot be coordinated). Given the well-known pexities of toughconstructions (see
Gluckman 2019 and references therein for relevestudsion of their semantic properties), it is

(i) These sonatas are tough [to play] and [torayed.
24 Based on such considerations, Messick (2014) arthatoughinfinitives are CPs, see in this respect
the contrast betweenThe Pope will be tough tomorrow to get an audienith and It will be tough
tomorrow to get an audience with the Pdpem Bruening (2014) (though see Bo3koand Lasnik 2003
for a potentially interfering factor when applyittgs test to CPs with a filled SpecCP).
25 This analysis would, however, extend to the nyl@@count ofoughconstructions.
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not out of question that the coordinationtofighinfinitives and regular noteugh infinitives
violates the semantic CL (independently of the agti¢ category of the infinitives in question).

There is, however, a potential issue for the Calysis. (58) remains ungrammatical even
when the coordination is below the level of the indinitive, as in (77).

(77) *John is tough to [please t] and [keep othespy].

| will refer to such cases as “smaller coordinasiorSmaller coordinations have some rather
interesting properties. Thus, the interpretatio(i7&a) is that it involves balancing while playing,
which contrasts with (78b), where the simultanegtynot imposed. Notice also that (79a) is
pragmatically awkward since it involves parking lehhandling in curves, an issue which does
not arise in (79b).

(78) a. These violingre tough to [playjtand [keepitbalanced].
b. These violingre tough [to play]tand [to keepitbalanced].
(79) a. This car is easy to [parkand [handleitin curves].
b. This car is easy [to parkand [to handle in curves].

What this indicates is that, in contrast to (7819K), (78a)/(79a) involve coordination below the
TP level, which means that there is only one Tha tbugh complement. This in itself is
interesting, since it argues against analysesplaaeto low in the structure (given that what
differentiates (78b)/(79b) and (78a)/(79a) is thmespnce of one vs two-s, cf. Travis 1994,
2000, Wurmbrand 2001). In light of this | will assa that smaller coordinations like (78a)/(79a)
involve vP coordination.

Notice, however, that the above CL analysishef larger coordination in (58) does not
extend to (77). The CL analysis is basedtaunghinfinitives, which have an operator in their
Spec, and noteughinfinitives, which do not have it, being differeeither in their categorial
status (CP vs IP) or their semantic type. The iskes not arise in (77), where the coordination
is on a lower level.

(77), however, can still be accounted for under. The second conjunct in (77) is a
traditional vP. Chomsky (2013) argues that the exttbjloes not undergo feature-sharing with its
sister in its base position, which means that #msd conjunct in (77) is actually unlabeled
when ConjP is formed (it is labeled as vP onlyradtebject movementy.

Regarding the first conjunct, the issue of obguft arises here. Following the spirit of
the early minimalist system where object shift éasgAgroP (see Chomsky 1993), which is
higher than the subjedt-position, | assume that the object shift positisnhigher than the
subjectb-position (see Bosko&i1997b for evidence to this effect), i.e. the edfyeP targeted by
object movement is higher than the subjegtosition (the subject SpecvP can be created via
tucking-in after the object SpecvP is created; alse Abels 2007). Now, Boskavi(1997b)
argues that objects undergoing wh-movement undebgert shift on the way up (in fact even in
languages that otherwise do not have object siR#jurning to (77), complex Op movement to
the edge of the first conjunct will then involvejett shift, which results in labeling (like
movement to SpeclP, object shift results in lalgglihe first conjunct is then labeled, while the
second conjunct is not, which results in a CL wiola?’

2The subject here is PRO.
2INote that due to the clause-boundednesmughformation movement (see Stowell 1986 and Hattori
2017), I consider onltoughinfinitives without further clausal embedding.
Note also that in ATB (i), there is object shift both conjuncts, so that both conjuncts are
labeled.
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(58) and (77) can then be accounted for undecahgplex Op analysis within BoSk@s
(in press a) approach to CSC effects, which elitemahe traditional CSC, deducing its effects
from CL.

4. Conclusion

In conclusion, the paper has explored the consegseof the freezing ban for smuggling and
discussed in more detail one particular case ofgghmng, namely the smuggling analysis of
tough<onstructions. Regarding the latter, a modificatbidicks’s (2009) complex Op analysis
of tough-constructions was proposed regarding the strudiitiee complex Op which has made
it consistent with the approach to the freezing barBoSkovt (2018). The paper has also
provided arguments that favor the smuggling anslg$itough-constructions over the null Op
analysis and pointed out that CSC effects foundhwibordinations involvingtough-
constructions can be captured under the smugghiadysis in light of BoSkowi's (in press a)
approach to the CSC, which allows extraction outcohjuncts in well-defined contexts,
deducing CSC effects from Coordination of Likesthils requirement prohibits coordination of
tough and nontough infinitives. The discussion afoughconstruction coordinations has also
provided evidence against analyses which placaitival to low in the structure.

Regarding the problem that the traditional fregzioan, which bans movement out of
moved elements, raises for smuggling, which quéeegally involves such movement, we have
seen that the problem can be resolved under BoSko{d018) approach to the freezing ban,
which does not actually ban movement out of movenhents, i.e. where there is nothing wrong
in principle with movement out of moved elementlefk is in fact no such thing as the general
freezing ban. Extraction from moved elements isegalfy possible. In the cases where it appears
not to be possible, the relevant problem does ns¢ athen YP moves from moved XP but with
the movement of XP itself; i.e., moving XP does freeze the internal structure of XP for
movement—movement of YP to the edge of XP preverdgement of XP. Furthermore, only
successive-cyclic movement of YP to the edge ofhéR this effect, which restricts traditional
freezing ban effects to successive-cyclic movenoemtof moved elements. This approach then
allows smuggling as long as smuggling of KP dodsimelve successive-cyclic movement of
KP through the edge of the larger constituent ZR s#imuggles KP. We have also seen that the
reformulation of the traditional freezing ban givenBoSkove (2018), on which phases with
non-agreeing Specs, i.e. unlabeled elements in Gkgm(2013) labeling system, cannot move,
has a slightly different effect on smuggling instlespect from BosSko¥s (2018) deduction of
the generalization in question, which relied on @bky's assumption that only phases can
undergo movement (in addition to Chomsky’s 2012lialg system). As a result, the latter ruled
out certain smuggling derivations, like the oneegivn Collins (2005b) for passives, because
they involve movement of phrases that are not ghe&i@ce Boskovis (2018) new descriptive
generalization that replaces the traditional fregzban did not itself have that effect, | have
suggested a new deduction of the generalizationdbas not require that only phases move
which relied on incorporating one aspect of BosSkav(2007) system, namely the assumption
that X moves only if it has an uninterpretable/Uned feature, into Chomsky’s (2013) labeling
system, the combination of the two systems beitigeranatural in this respect given that both
systems are base- rather than target-driven (mageisely, in both systems something goes
wrong in the base position of movement if it doestake place). The end result of all this is that
movement out of a moved element, including smugglinat involves such movement, is
possible as long as such movement does not reguree successive-cyclic movement through

(i) These sonatas are tough to play and arrange.
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the edge of the moved element (in other words, & rmove out of moved XP if YP is base-
generated at the edge of XP or if it obligatorilpwas to the edge of XP (independently of
successive-cyclic movement), or if it moves oukK&f without moving through the edge of XP).

Chomsky’s (2013) labeling system has played arakrdle in the discussion. The gist of
the discussion regarding labeling is the followifigne traditional freezing ban was dispensed
with and replaced by the generalization that phagts non-agreeing Specifiers cannot move,
which in Chomsky's (2013) labeling system means tidabeled elements cannot move (since a
non-agreeing Spec leads to the lack of labeling® deneralization follows independently on the
view on which movement is driven by an unintergoetAunvalued feature of the moving
element, as in BoSka¥(2007, 2011a), since an unlabeled element coulthane such a feature
under the assumption that labeling is necessarprgecting any features. More precisely, for
the syntactic object ? formed by the merger of  &nto be able to move, either X or Y must
have a uK feature and pass this feature to ? bglitapit (so, if X has the uK feature, then X
must project and label ?). Labeling is then necgstka ? to have a uK and be able to move,
which means that unlabeled elements cannot move.

In this respect, the discussion in the paper hegthened the overall relationship
between movement and labeling argued for in vaneoiks by BoSkov (see Boskowvi 2016b,
2018, in press a): unlabeled elements cannot uodergvement, unlabeled elements do not
function as interveners, and movement cannot tangiabeled elements.
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